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1.1

Chapter 1. Introduction

Overview

XenData6 Server is the 6th generation of XenData Archive Series software. It runs on a Windows
computer and provides archiving to tape cartridges tailored for the needs of high performance
digital video applications. The software uses a dedicated magnetic or solid state disk volume and
manages data tape drives and tape libraries, creating a highly scalable digital archive.

XenData6 Server software provides the following key functionality:

Standard File System Interface The archive appears locally as a Windows file system within a
single logical drive letter. Files are stored in a file and folder structure. The archive file system
represents the files stored on the dedicated magnetic or solid state disk volume, on tape
cartridges in the attached tape libraries and tape drives and on offline tape cartridges. The
archive logical drive letter or any folder within it may be configured as a network share.

Hierarchical Storage Management Administrator-defined policies determine where files are
physically stored. Three tiers of HSM are supported: file instances may be stored on the
dedicated disk volume, near-line tape and offline tape.

Disk Retention Determined by Policy The disk retention time is determined by administrator-
defined policies. The standard Windows offline file attribute identifies when a file is only
available from data tape and no longer on the disk volume.

Standard Network Protocols The solution supports CIFS/SMB and FTP file transfers.

Windows and Mac Client Compatibility Windows and Apple OS X clients are natively
supported without need for loading any client software.

Choice of LTFS or TAR Formats The archived files are written to LTO tape cartridges using
either the open standard TAR format or the LTFS exchange format. LTFS is applicable to LTO-
5 and later generations of rewritable tape cartridges.

Support for Multiple Cartridge Groups The software allows groups of files to be allocated to
specified groups of tape cartridges. The administrator-defined policies can be used to group
related files together on the same set of cartridges.

Dynamic Expansion of Cartridge Groups The system will dynamically expand cartridge
groups to meet capacity demands.

Automated Cartridge Replication The software automatically generates replica data tape
cartridges that may be exported from the library for off-site retention. Furthermore, the
cartridges may be rapidly imported into a replica DR system.

Intelligent Barcode Management The software selects tape cartridges in barcode order and
also automatically selects matched barcodes for replicated cartridges.

Repack of Cartridges This operation copies current files to new cartridges, excluding deleted
files and old file versions. After completion, the original tape cartridges are quarantined and
may be reformatted as blank. Repack is useful for recovery of cartridge capacity due to deleted
files and old file versions. It is also useful for migrating files to later generations of cartridges.

Partial Read of Large Files With very large files there is often a need to read only a portion of
the file. For example, this frequently occurs with large video files when a short clip is requested.
XenData6 Server software supports partial reading of large files based on byte offset. For a
total solution that provides partial restores based on time code, a third party application that
supports partial restores based on time code should also be used.
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1.2

Cartridge Spanning The administrator-defined policies can be set to allow or prevent
individual files being spanned across multiple tape cartridges. This option is particularly useful
when very large files are being archived.

Optimized Restores The system restores a queue of files in the shortest possible time. The
restore requests are processed in an order that minimizes unnecessary tape movement.

Self-Describing Data Tapes Each tape cartridge contains all the file system metadata
necessary to recover all the files stored on it whether using TAR or LTFS.

Transfer of Content between Systems Export and import functions allow cartridges to be
easily transferred from one location to another.

Microsoft Security The archive file system is fully integrated with the Microsoft Windows
security model based on Active Directory.

WORM Tape Support In addition to standard rewritable tape cartridges, the software supports
unalterable WORM data tapes when using the TAR tape format.

File Version Control The software provides comprehensive file version control. Deleted files
and old file versions may be restored from tape (unless the files have been purged using a
repack operation).

This version of XenData6 Server software automatically installs three companion XenData utilities:

Metadata Backup The XenData metadata backup program backs up and restores the archive
file system metadata and the XenData Management Console settings. It allows rapid restore of
the system in case of failure of the magnetic disk storage and is described in Chapter 6.

Scheduler The XenData Scheduler can be used to schedule metadata backups and to defer
writing to tape cartridges for scheduled periods. It is described in Chapter 7.

Report Generator The report generator creates archive system reports including a report
showing the contents of any tape, including offline tapes and is described in Chapter 10.

Hierarchical Storage Management

XenData6 Server software supports three levels of hierarchical storage:

Online with one instance of a file on the disk under XenData control and, in addition, there may
be one or more instances on tape. In this case the file will be restored from disk.

Near-line with at least one instance of a file on tape within a tape drive or library and no
instance on disk. Often the file will be written to more than one tape cartridge using XenData's
automatic tape cartridge replication capabilities.

Offline with no instance on disk and instances of a file on one or more tape cartridges, all of
which have been exported from the available tape drives and libraries.
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The administrator establishes disk retention rules that determine when a file instance is to be
removed from disk. The action of removing a file instance from disk is termed ‘flushing’. Once the
disk retention rules have been established, the software manages everything automatically. A
typical storage policy is illustrated below.

Example of File Storage
Driven by Policy

On Writing
File is first written to

disk and then copied
to the primary tape

After replication, the file
is on disk and multiple
copies are on tape

After flushing from
disk, thefileis still
available from tape

Note: The magnetic or solid state disk volume under XenData control is often referred to in
XenData documentation as the disk cache.

1.3 Windows Offline Attribute

XenData6 Server software uses the standard Windows offline file attribute to identify files that are
no longer online on disk storage. After a file has been successfully written to tape and is no longer
on disk, the offline attribute is set. This Microsoft file attribute changes network timeout periods to
allow retrieval of files from storage media with long access times. It also changes the appearance of
a file within Windows Explorer for Windows versions prior to Windows 8 and Windows server 2012 -
a small clock or cross is overlaid on the file icon as illustrated below.

Folders % | [ Mame = | Size | Tvpe | Date Modified | attributes
(@ Desktop B ) 20060103, v 24,085KE Windows Media Audiofvide file  1j23/2006 12:05PM  AC
= by Documents 3] 2006010901 vy 26,054 KB Windows Media Audiofviden file  1j23/2006 12:05 P AC
= 13 My Computer 53] 2006010902,y 73,858 KB  Windows Media Audiofvideo file  1j23/2006 12:05PM  AC
&)l 7006010904 26,054 KB Windows Media Audiofvide file  1j23/2006 12:05PM  AC

<@ Local Disk (C)
L CD Drive (D2} vl 23,858 KB  Windows Media AudiofVideo fil= 12372006 12:05 PM AC

e Disk (E9) 4] 200601 0906wy 24,085 KB Windows Media AudiofVideo file  1/23(2006 12:05PM  AO

=] g ¥enData (F:)
) 001
) ooz —
) 003
) 004

Page 9



Administrator Guide: XenData6 Server V6.11

The state of the offline file attribute for the three tiers of HSM is as follows.

HSM Tier Description Offline
Attribute
Online One instance of the file is on disk and, in addition, there may | Not set

be one or more instances on tape.

Near-line At least one instance of the file is on tape within a tape library | Set
or tape drive and no instance is on disk.

Offline There is no instance of the file on disk and there are one or Set
more instances on tape, all of which have been exported from
the tape libraries and ejected from stand-alone drives.

1.4 LTO Cartridge Formats: LTFS and TAR

This version of XenData6 Server supports both LTFS (Linear Tape File System) and TAR (Tape
ARchive) cartridge file system formats. These formats define how data is written to the tape
media: LTFS and TAR use different data structures for the file data and file system metadata that
are written to tape. When configuring a Volume Set (a pool of tape cartridges), the administrator
selects either TAR or LTFS as the cartridge file system format.

The LTFS format was developed by IBM and announced in 2010. Since then, it has been widely
adopted, making it an exchange standard which allows cartridges to be moved between systems
created by different vendors. LTFS uses two partitions on the LTO cartridge: a small index
partition for maintaining the contents of the tape and a large data partition for the stored files. It is
applicable to rewritable LTO-5 and later generations of LTO cartridges. A tape cartridge written
using the LTFS format is self-describing and the contents of the cartridge can be determined
quickly by reading an index partition on the tape.

The following LTO drive and cartridge combinations support LTFS:

= LTO-6 drives and 2.5 TB LTO-6 rewritable cartridges
= LTO-6 drives and 1.5 TB LTO-5 rewritable cartridges

= LTO-5 drives that support dual partitions and 1.5 TB LTO-5 rewritable cartridges

The TAR format was introduced in 1979 and is a widely adopted open standard supported by
many operating systems including most versions of UNIX, Linux and Microsoft Windows Services
for UNIX. It is applicable to all data tape types including all generations of rewritable and WORM
LTO. A tape cartridge written using the TAR format is self-describing. However, when using a
basic TAR implementation, the whole tape must be scanned to determine its contents. XenData6
Server software extends the TAR format by maintaining a catalog of the cartridge contents and
writing this catalog to the end of the tape in a finalization operation. When a finalized tape
cartridge written using the TAR format is moved to another XenData system, the contents are
quickly determined because the system automatically reads the catalog.
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1.5 Alternate Data Streams Support

1.6

Alternate data streams, also known as ‘NTFS streams’ and ‘named streams’, are additional data
streams that can be associated with a file name. This version of XenData6 server software supports
alternate data streams when writing to a Volume Set configured with the TAR format.

Alternate data streams are supported by Windows NTFS volumes, Mac OS X Server from version
10.5 and some NAS (Network Attached Storage) operating systems. They are used in a number of
ways including the following.

e Mac OS X clients from version 10.6 automatically enable alternate data streams over SMB
when connected to a Windows NTFS share or the share of a volume managed by XenData6
Server. The stream contains file metadata. The streams may be disabled on the Mac client,
in which case the client writes ‘AppleDouble’ files consisting of a data fork file and resource
fork file.

e Windows Internet Explorer will add a stream named ‘Zone-ldentifier’ to files downloaded from
the Internet. Windows uses this data for security purposes.

Alternate streams are not listed in Windows Explorer, and their size is not included in the file's size.
Streams may be listed on a Windows computer from the command prompt using the ‘DIR’
command with a ‘/R’ parameter. The following filename format is used: "filename:streamname"
(e.g., "text.txt:extrastream").

Barcode Management

Barcode labels are available for all data tape cartridge formats supported by XenData6 Server
software and are strongly recommended for keeping
track of tapes when using a tape library. The
barcodes are readable by both humans and a tape
library that includes a barcode reader. (Data tape
libraries typically include a barcode reader as
standard.)

| w&ﬂﬂ [

W
gy

initialized in a tape library under XenData control, the | '||I|.l||.|||llln|||l|”||||l|l|||||l|||||l|| ||||||||

Most data tapes, including LTO, also include an in-
cartridge memory chip. When a tape cartridge is

barcode information is written to the in-cartridge
memory chip.

This is particularly useful when the tape has been exported from the library and inserted into a
stand-alone tape drive. Tape drives do not contain barcode readers but can read the contents of
the in-cartridge memory. XenData6 Server software provides a consistent identification of tape
barcode for all tapes that were originally initialized in a tape library, even when a tape is being used
in a stand-alone tape drive.

In addition to automatic recording of the barcode to the in-cartridge memory chip, XenData6 Server
software matches barcodes for replicated tapes and selects tapes in barcode order.

The inventory of blank media provided by the tape library is sorted by the XenData software in
alphanumeric barcode order. The software identifies a matched set as barcodes which differ by
only one letter (e.g. “A” and “B”) in any one of the barcode characters. The lowest matched set is
always allocated for replicated sets of tapes. For non-replicated tape sets or when no matched set
exists, the tapes are simply allocated in alphanumeric order.

Page 11



Administrator Guide: XenData6 Server V6.11

1.7

For example, if we had the following sequence of tape barcodes in the blank media set:

X0003AL4
XO0005AL4
X0007AL4
X0007BL4
XO0008AL4
X0008BL4
XO0009AL4
X0009BL4

The system would next allocate X0007AL4 and X0007BL4 to a duplicated set of tapes. However, if
the system were allocating a tape to a non-replicated set, XO003AL4 would be selected.

Installations including a Tape Library

XenData6 Server software may be configured and
licensed to manage one or more tape libraries,
optionally combined with one or more stand-alone
tape drives.

A Windows file server with a tape library is illustrated
in the diagram opposite. The tape library is typically
connected via Fibre Channel (FC) or Serial Attached
SCSI (SAS) to the archive server. A fibre channel
library may be connected directly to FC ports on the
archive server or via a fibre channel switch.

All archived files appear within one Windows logical
drive on the server whether those files are on the
disk cache, on a tape within the library or are on an
offline tape. This single logical drive may be shared
over the network, making the archive accessible to
network clients, via CIFS/SMB or FTP.

The number of tape drives within the library is an
important consideration and a major factor in the
tape library cost. Factors to consider are discussed
below.

e For archives with only one tape drive within the
library, it is important to be careful in setting the

Data Tape Library

SAS/FC

Network 1 GigE / 10 GigE

file management policies to prevent the single drive from becoming a bottleneck and in turn
degrading performance. When only one drive is present, we recommend that frequently
accessed files are retained online on the disk cache and that tape replication is scheduled to
occur at a time when there is no other writing or reading activity.

e A system with two tape drives within the library is a good choice for many archive applications

when there is not a high volume of restore operations.

e Libraries with three or more tape drives are recommended for large or frequently accessed
archives. XenData software will intelligently manage many drives, allowing simultaneous writing

and multiple file accesses.

All installations that include a tape library, even if it has only one drive within it, support tape

cartridge replication.
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1.8

1.9

Installations with only Stand-Alone Drives

XenData Archive Series software may be configured

and licensed to manage one or more stand-alone tape Stand-alone

drives on a Windows server. Tape Drive

A Windows file server with one data tape drive is ;

illustrated in the diagram opposite. In a configuration —l
with only one tape drive, setting the Pending Write

Mode option (as described in Chapter 2) is often SAS
desirable because it allows the disk cache to act as a Archive Server

buffer when writing a set of files to multiple tapes. . J

Even if there were two tape drives attached to the
archive server, all archived files appear within one
Windows logical drive on the server whether those
files are on a tape within one of the drives or are
offline.

Network |

Disk Requirements

The Windows server must be configured with at least two logical drives on magnetic or solid state
disk - a boot drive (usually C:) and another drive dedicated for use by the XenData software. The
XenData software is installed on the boot drive but it requires minimal available capacity. The
dedicated disk logical drive is used to store file system metadata, for read and write caching of files
held on tape and to store all files that are retained online. This dedicated logical drive must be
formatted with NTFS and must be configured as a dynamic disk.

Capacity requirements for the dedicated logical drive vary considerably depending on how the
system is configured. The total capacity requirement is the sum of the following.

File System Metadata Each file in the archive file system requires two NTFS clusters. If the
dedicated logical drive is formatted using the default cluster size of 4096 bytes, a file system
with one million files will require 8 GB for the metadata.

Read and Write caching The dedicated logical drive provides caching for each file that is
being written and all files that are open due to being read by a program. Using a capacity
allowance of twenty times the largest file size is adequate for most environments.

Online Files Any group of files may be retained online. The Administrator uses the XenData
Management Console to define policies for online retention. If tape cartridge replication is not
employed, the system can be configured to flush files immediately after writing or reading, in
which case the additional capacity requirements for online files is zero. At the other extreme,
the system can be configured to keep all current files online, in which case the additional
capacity requirements for online files is the sum of all the file sizes within the file system.

Example Calculation for an installation with only stand-alone tape drives is given below:

Up to a 250,000 files - this requires 2 GB for metadata
Maximum file size of 5 GB - 100 GB is allowed for caching
Immediate file flushing and no replication - zero allowance is required for online retention

A total dedicated logical drive capacity of 102 GB or higher is estimated for this installation.
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1.10

1.11

1.12

Example Calculation for a 200 TB digital video archive using a tape library is given below:

e 100,000 files with high resolution content and 100,000 low resolution proxy files - this requires
1.6 GB for metadata

e Average high resolution file size of 2 GB - 40 GB is allowed for caching

e Average low resolution proxy file is 100 MB and all must be retained online - this requires 10 TB
for online retention.

A total dedicated logical drive capacity of just over 10 TB is estimated for this installation.

Compatible Operating Systems

This version of XenData6 Server software is certified for installation on Windows Server 2012 R2,
Windows Server 2008 R2 and Windows 7 X64 Professional Edition.

Antivirus Software Compatibility

When installing antivirus protection on an archive running XenData6 Server, it is important to
choose an antivirus (AV) solution that has been certified. XenData6 Server software and AV
software use file system filtering techniques and there may be undesirable interactions if you use
an AV product that has not been certified.

Please refer to XenData Tech Note XTN1201, available from the support section of the XenData
web site (www.xendata.com), for information about certified AV products.

License Administration

XenData6 Server software is usually licensed for a particular tape library and drive configuration. A
XenData Activation Code is required to run the software and this enables the chosen tape
hardware. Licensing is administered via the XenData License Administration Program.

To start the XenData License Administration Program
For Windows Server 2008 R2 and Windows 7:

1. Click Start

2. Click Programs

3. Click XenData

4. Click License Administration

For Windows Server 2012 R2:

1. Click on the Start button, located in the lower-left hand corner of the screen

2. Click the arrow ¥ near the lower-left corner of the Start screen
3. Click on License Administration shown under the XenData category

The license administration program detects the unique network interface card (NIC) ID of the
system and prompts for a XenData Activation Code. A digitally signed activation file must then be
obtained from a XenData license server. There are two automated ways to obtain this via the
Internet as described in the first two options below. If there is no Internet access at all, the digitally
signed activation file can be obtained from XenData technical support as described in option 3
below.
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“E XenData License Administration Utility
; Activation option 0K
Machine  INIC:002530528C76 | & |ppepmet
Activation code |.-'1'-.S?'EBEE?B.-'1'-. " |mport file Cancel
" Generate request faor licenze
¥l Apply

Product: HenData Archive Beries -
ActiwvationCode: ABTSBCETEA wl
MachineID: NIC:00Z5905Z23C7 8
SystenID: 4ESGE1ER
SystenType: Tideo
Expirylhate: 2012712731
Maintenance: Z01EZF1EfZE
ControlledVolumeCount: 1
LibraryCount: 2
SlotCount : 10&0
DriwelCount: 1E
Standalonebrives: 4
MediaTypes: Z00GE BW Tape fi

400GE BW Tape

d00GE WOPM Tape

S00GE BW Tape j

Option 1

When Internet connectivity is available to the target server, select Internet as the Activation Option
and then select Apply. A digitally signed activation file is generated for the system and transmitted
over the Internet back to the target server. This process usually takes a few seconds and completes
the licensing process.

Option 2

When Internet connectivity is not available to the target server but is available on another machine,
select Generate request for license as the Activation Option and then select Apply. A "Save As"
window is then displayed. Choose a file name and location for the file and select Save. Copy this
file to the machine that has Internet access; open the file and follow the instructions. A license key
file is generated. Then copy the saved license key file back to the target server, open the license
administration utility and select Import file as the Activation Option and then select Apply. Browse
to the saved license key file and select Open. This completes the licensing process.

Option 3

If Internet access is not available, send us an email at support@xendata.com with the XenData
Activation Code and the file created using the Generate request for license as described in
Option 2 above and a digitally signed activation file will be returned by email. Save the file to a local
drive, select Import file as the Activation Option and click OK. The License Administration program
prompts for the license file: browse to the correct file and select Apply. This completes the
licensing process.
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2.2

Chapter 2. Concepts

Introduction
XenData6 Server software enables the system administrator to define policies that allow:

groups of files (termed 'File Groups") to be defined based on the file name and folder;
groups of files to be stored on defined sets of tape cartridges (termed ‘Volume Sets’);
groups of files to be retained online on disk for predefined periods;

temporary retention of files on disk in case of no writable tape cartridges being available;
tape format, either TAR or LTFS;

automatic generation of tape cartridge replicas;

fast partial restore of very large files;

spanning of files across tape cartridges;

notification of requests for files that are stored offline;

file version management; and

configuration of file security to control file writing and access.

This functionality is based on concepts that are defined and discussed in this chapter.
In addition, the following topics are discussed:

e the method used to keep track of the contents of individual tapes using tape catalogs; and
e the repack operation which recovers tape space from deleted files and old versions of files.

File Groups

A File Group is a collection of files that have the same file management policy and consequently
are all treated in the same way by the system. Every file that is handled by the system belongs to
exactly one File Group. Files are assigned to a File Group on the basis of name and path. This
assignment can be based on the name of the folder that contains a file, the name of the file or both.
For example, the system could be configured with the following three File Groups.

e File Group 1 contains all files with names of the form *.tmp, regardless of folder and these are
saved to disk but are not saved to tape.

e File Group 2 contains all other files saved to the folder \projectl\ and these are permanently
retained online on disk and are also saved to tape to a specific Volume Set called 'Tapes01'

e File Group 3 contains all other files saved to the folder \project2\ and these are retained online
on disk for 24 hours after they were written or last read and they are also saved to tape to
another Volume Set called 'Tapes02'

A file or folder cannot be written to the system if a File Group is not present that matches its file or
folder name and path. In the example above, files can only be stored if written to the folders
\projectl\ or \project2\ or if they have a name of the form *.tmp. Attempts to write other files will not
be permitted. If required, the system can be configured with an additional 'catch all' File Group that
sets a policy for all other files.

File Group characteristics are defined by the administrator using the XenData Management
Console. The following parameters must be defined for each File Group:

e File name or path pattern for the File Group. This, together with the relative position of the File
Group in the XenData Management Console display, defines the files that are allocated to this
File Group.
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e The position of the File Group relative to other File Groups in the XenData Management
Console display, which defines the order in which file name or path pattern selection is applied.
If a file name matches the selection criteria for more than one File Group, it will be assigned to
the first matching File Group.

e Enable or disable 'Save files to tape'.

e Selection of a Volume Set, if the File Group is saved to tape.

e Enable or disable file fragmentation. If enabled, the fragment size must be set. File
fragmentation must be enabled to allow partial file restore and cartridge spanning.

e Retention periods on magnetic disk, if the File Group is saved to tape.

The policies defined by the administrator determine how files are stored on disk and tape. The
policies do not change folders or files within the Windows file system. For example, folders cannot
be created by using File Group rules; new folders are created by using standard utilities like
Windows Explorer.

Volumes, Volume Sets and Automatic Replication

XenData6 Server software can automatically create multiple tape cartridge replicas. The XenData
term "Volume' refers to a complete set of replica tapes which, when up-to-date, all contain the same
data. If replication is not enabled, a Volume refers to an individual tape cartridge.

A Volume Set stores files from designated File Groups and consists of one or more Volumes. As
more data is written to a Volume Set, the initial Volume will eventually become full. At a preset
threshold, defined by the administrator, the system will automatically add another Volume by taking
the appropriate number of tapes from the blank media set and will extend the Volume Set.

The data on replicated tapes in a Volume Set are kept synchronized whenever the tapes are
available to the system. If one or more tapes in a Volume Set are removed from the library, the
system maintains a record of which files need to be written to those tapes. When tapes are
reintroduced into the library, the data on them is automatically brought up to date.

With the exception of the blank media set and quarantined media set, all media within a Volume Set
must be either WORM tape or rewritable. Tape replicas must all be of the same capacity.

One unique Volume Set, termed the blank media set, contains all the tapes that are recognized by
the system but are not formatted for storing data. These may be new (unused) tapes or rewritable
tapes that have been reformatted using the XenData Management Console.

Another unique Volume Set, termed the quarantined media set, contains all cartridges that have
been imported into the library but for some reason are currently unusable by the system. Typically,
this will be because:

e a cartridge has previously been repacked; or

e a cartridge has been used by a different application (such as a backup application) and inserted
into a stand-alone tape drive or imported into the tape library; or

e because an error occurred while the system was trying to identify the contents of the cartridge.

Following configuration of the File Groups, Volume Sets and any associated replication
requirements, the system operates completely automatically. Files written to the logical drive under
XenData control are automatically allocated to File Groups. Files allocated to File Groups with
‘Save files to tape’ enabled have an assigned Volume Set and are automatically written to both disk
and tape. If replication is enabled for the assigned Volume Set, this occurs automatically.

Pending Write Mode
When all tapes in a Volume Set become full or unavailable, the system response to an attempt to

write additional files to the Volume Set depends on the Volume Set configuration settings. All tapes
in a Volume Set may become full or unavailable for a number of reasons:
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e use of stand-alone tape drives and the inserted tape cartridge or cartridges have simply
become full;

e use of a tape library with insufficient blank tape cartridges;

e afailure of the tape drive or library hardware; or

e atape cartridge media error.

If the 'Write to disk if no writable media are available' option has been enabled and all tapes in a
Volume Set become full or unavailable, the system automatically enters the Pending Write Mode
and will accept more data. However, if the 'Write to disk if no writable media are available' option
has not been enabled, the system will not accept any more data and will report “disk full” when an
attempt is made to write to the Volume Set.

When the system enters the ‘Pending Write Mode’, it defers writing to tape and continues writing to
disk. When free space within the Volume Set becomes available again, the system automatically
‘catches up’ and writes the deferred files to tape. When the system is in the Pending Write Mode, a
comprehensive set of warning messages are sent to the Windows Event Log. These include
notification of entering and leaving the Pending Write Mode and running short of space in the disk
cache. When the 'Write to disk if no writable media are available' option is enabled, we recommend
that the XenData Alert Module be configured to provide notification via email and / or on-screen
message of these warning messages.

Partial File Restore and Cartridge Spanning

The ability to quickly restore a portion of a file from tape is often useful in professional video when a
short video clip is being read from a very large file. It might take many minutes to restore the whole
file from tape and consequently the ability to partially restore can greatly improve the performance
of the whole system.

The ability to partially restore a file is obtained by enabling file fragmentation for a File Group.
Furthermore, file fragmentation allows a large file to be spanned across multiple Volumes. File
fragmentation causes the XenData software to ‘chunk’ files as they are written to the archive. When
a fragmented file is restored, it is automatically concatenated.

Enabling file fragmentation typically provides benefits for File Groups that predominantly consist of
multi-gigabyte files. If file fragmentation is enabled, the system has the following characteristics:

e when a portion of a file is read from tape, only the applicable fragments will be read, saving
both transfer time and space on the disk cache;

e when an application modifies a large file by appending, the appended data will be written to
tape as one or more additional fragments, saving space on the tape cartridge;

e if an application modifies a small part of a large file, for example by updating an index at the
beginning of the file, then only the fragments containing modified data will be written to tape;
and

e on writing a file, the system may span multiple Volumes if the File Group advanced option to
permit file spanning is enabled and, when spanning occurs, complete fragments of spanned
files will be written to each of the spanned Volumes.

If file fragmentation is not enabled, the system has the following characteristics:
e when afile or portion of a file is read from tape, the complete file will be read from tape;

¢ when afile is modified, the new version of the file will be completely written to tape; and
e on writing a file, the system will always write the complete file to a single Volume.
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Offline File Management

XenData6 Server software can be configured to provide three tiers of storage hierarchy:

e Online with one instance of the file on disk and typically one or more instances on tape. In this
case the file will be retrieved from disk when accessed.

¢ Near-line with no instance on disk and at least one instance on tape within a tape drive or
library. Near-line files are retrieved automatically when accessed.

e Offline with no instances on disk and one or more instances on tape, all of which have been
ejected from the tape drives and exported from the tape libraries. To access an offline file, it
must be brought near-line by manually importing a tape cartridge that contains the file into a
tape library or alternatively inserting it into a tape drive.

Offline files appear in the Windows file system but when they are accessed by a program, a
message is returned that identifies that the file is not available. Also, the XenData6 Server software
puts a message into the XenData area of the Windows Event Log that identifies which tape
cartridges contain the file. When the XenData Alert Module is installed, on-screen messages and e-
mail alerts are also generated that identify the file name and the tapes that contain the file. The
XenData Alert Module is a companion product that is licensed separately.

File Version Management

The Windows file system interface provides access to the latest version of a file and does not
permit access to old file versions or to deleted files. However, if old file versions or deleted files
were saved to tape, they can be accessed using History Explorer, which is extended functionality
within Windows Explorer that is provided by XenData6 Server software.

If a file is updated with a newer version by overwriting or appending, the XenData software assigns
a new version number. A file's version number increases by one every time it has data written to it.
Note that the version number does not increase for every individual write operation, just for every
file open that is followed by a write. Version O of a file never contains any data; the first time an
application writes to the file, the version number is incremented to 1.

If a file is deleted and then a new file of the same name containing data is created, the system
starts again with version 1 of the new file and a new generation is created. For example, if a new
file is created for the first time on a system, it will have generation 0 and version 1. If that file is then
deleted and another file of the same name is saved, this new file will be designated as generation 1
and version 1.

File Security

XenData6 Server software integrates fully with the Microsoft Windows security model, based on
Active Directory. Files and directories have user-definable security attributes just as they do with
standard Microsoft file systems and access control checks are performed in the same way. The
security model is extended to deleted files and old versions of files made available to users via
History Explorer, or another application written using the XenData6 Server API. In these cases, the
security allocated to prior versions of a file or directory is the same as that applied to the most
recent version, regardless of the security applied when the old version was originally in use. This
feature allows system administrators to update access controls for old files based on changing
business requirements.
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Handling of File Delete and Rename Operations

To make each archival cartridge (e.g. an LTO cartridge) self-contained, even when a file is deleted
or renamed after the cartridge becomes nominally full, a change in the way delete and rename
operations are handled was made from version 6.11 of XenData6 Server software.

In versions prior to 6.11, the delete or rename record is written to the current writable volume which
is not necessarily the volume to which the file was written. From version 6.11 of XenData6 Server
these records are written to the volume that contains the last version of the file. The applicable
cartridge(s) must be available for writing i.e. mounted in a standalone drive or library under
XenData control. This applies to both TAR and LTFS formatted LTO cartridges. If the cartridge on
which the file was last written is offline, it will be impossible to rename or delete the file and a
message will be written to the Windows Event Log stating that the required cartridge(s) is offline
and giving the cartridge barcode(s). After the cartridge is made available near-line, you will be able
to perform the rename or delete operation.

If the file is written to a replicated volume, then only one of the replica cartridges needs to be near-
line for the delete or rename to be successful. In this case, the offline replica cartridge will be
identified in the XenData Management Console as 'Needs updating', and will be updated when it is
put back into the library or inserted in a stand-alone drive.

If a file that is fragmented and spans more than one cartridge is deleted or renamed, the delete or
rename record will be written to all cartridges that contain that file.

Tape Catalogs and Finalization

A Tape Catalog contains the contents of a specific tape Volume. In XenData documentation, it is
termed either a 'Tape Contents Catalog' or a 'Tape Catalog' for short. The ability to create a Tape
Catalog was introduced in Version 4.50 of XenData Archive Series software.

When a Volume is first added to a Volume Set, a Tape Catalog file is created for it and this is
written to the disk under XenData control. As files are written to the tape Volume, the Tape Catalog
is kept updated.

When a tape cartridge formatted with the TAR format becomes nearly full, a Finalization operation
is automatically performed by the system. This writes the Tape Catalog to the tape and prevents
more files being written it. (Finalization may also be manually initiated for a partially written tape
using the XenData Management Console.) Following Finalization, the Tape Catalog is present in
two locations: on the disk under XenData control and on the tape cartridge.

When a tape cartridge formatted with the LTFS format becomes full, a Finalization operation does
not occur. This is unnecessary as the contents of the cartridge are maintained in the index partition
of the tape.

The presence of a Tape Catalog is not required to write, read or access files from tape, but a Tape
Catalog must be present on disk for successful operation of some tape management functions
including Repack and to generate a report of tape or Volume contents.

When a tape formatted using TAR and containing a Tape Catalog is moved from one system to
another, the Tape Catalog will automatically be copied to the disk cache of the new system, but the
files on that tape will not be present in the file system interface.

When a tape formatted using LTFS is moved from one system to another, a Tape Catalog will be
automatically created from the file system metadata within the index partition of the tape. The Tape
Catalog will be stored on the disk cache of the new system but the files on that tape will not be
present in the file system interface.
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The following operations should be performed when importing a previously written tape into another
system. These operations are performed using the XenData Management Console:

1. Import the tape cartridge into the tape library. This will be automatically recognized by the
system and will be shown in the XenData Management Console. If the tape has been formatted
with  TAR, Finalized and contains a Tape Catalog, the Tape Catalog will be copied
automatically to the magnetic disk volume under XenData control. However, if the tape does
not contain a Tape Catalog, a Tape Catalog should first be built on the magnetic disk using the
“Build Catalog” operation. This operation may take several hours because the entire tape must
be scanned. If the tape has been formatted with LTFS, a Tape Catalog will be automatically
created and stored on the magnetic disk volume under XenData control.

2. Next, the Import Folder Structure or Import Data operation should be performed. This publishes
the current files to the file system interface. The Import Data operation not only imports the
folder and file structure to the file system, it also transfers files to the disk cache according to
the flush after write policy.

Recovering Tape Space using Repack

Repack is an operation initiated using the XenData Management Console which recovers tape
space used by deleted files and old versions of files. The operation may be performed only on
Volumes that are not writable, such as those that are full, finalized or write-protected. Repack is not
available for WORM tapes. The repack operation performs the following:

e Files that are currently accessible via the Windows file system are copied from the selected
Volume. Deleted files and old versions of files are not copied.

e These files are copied to destinations defined by the current File Group rules. A File Group rule
must exist for all files that are stored on the Volume.

e After all files on the Volume have been successfully repacked, the repacked tapes are moved
to the quarantined media set.

If the File Group rules have not changed since the files were first written to the repacked Volume,
they will be repacked to the same Volume Set.

The repack operation should be performed on an archive system with a tape library or at least two
stand-alone tape drives. The repack operation cannot be performed on an archive with only one
stand-alone tape drive.
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Chapter 3. Administering the System

Overview of Implementing File Management Policies

The XenData Management Console is used to configure all File Group, Volume Set and tape

replication options,

and to view diagnostic information about the system. The XenData

Management Console is a Microsoft Management Console snap-in.

All files written to the logical drive letter that is under XenData control are allocated to File Groups.
Each File Group has a policy associated with it. If the File Group is written to tape, the policy is fully
defined by settings made in the File Group Configuration and Volume Set Configuration sections of
the XenData Management Console.

3.1.1

3.1.2

To start the XenData Management Console

For Windows Server 2008 R2 and Windows 7:

PonpE

Click Programs (or All Programs)
Click XenData
Click XenData System Configuration

For Windows Server 2012 R2:

1. Click on the Start button, located in the lower-left hand corner of the screen

2. Click the arrow &) near the lower-left corner of the Start screen.
3. Click on XenData System Configuration shown under the XenData category

To navigate around the XenData Management Console

1.

2.

3.

Click on the + sign next to the name of the system you wish to configure. This expands
the tree structure to show the drive letter that is being controlled by the XenData6
Server software.

Click on the + sign next to the drive letter to expand it. This reveals three options: File
group configuration, Volume set configuration and Diagnostics.

Click on the + sign next to one of the options to expand the option you wish to use.

The XenData Management Console is shown below:

¥enData Management Console

File  Action ‘iew Help

@& | X = HE

* #enData Management Consols
- 2 Local (5x-10)
SRE=RY
= @ File group configuration
[i Low-res
[ﬂ Hi-res
fj All other Files
+ ‘Wolume sek configuration
£ Diagnostics
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To Display XenData Management Consoles for other Archives on the Network

Right-click on the text XenData Management Console at the top of the left pane and
enable Show network view. The left pane then displays the XenData Management
Consoles for other XenData6 Server archives on the network. In order to view other
archives, the user must have appropriate security privileges.

XenData Management Console

File  Action Wiew Help

a2 5= HE

#enhata Management Conso
=1 B} Local (5=-10)
-1 [=] = all Tasks k
= @ File group config
Law-res
[fj Hi-res
[fj all other files
+ E Yolume sk configur akion

v Showe nebwark: vigw

Help

+ Diagnostics

New Installation Check List

For a new installation, after installing the XenData6 Server software and before writing any
files, the Administrator must define all File Groups and Volume Sets. A useful check list of
key points to be considered is given below.

e How many different File Groups are required? (Remember that a File Group is a
collection of files that are all treated in the same way.)

e How many different Volume Sets are required? (Remember that a Volume Set is a set
of tape cartridges that are all treated in the same way and that multiple File Groups can
be allocated to the same Volume Set.)

e For each Volume Set, determine:

e The capacity and type (WORM or rewritable) of tape cartridges

The format, either TAR or LTFS

If the 'Write to disk if no writable media are available' option is to be enabled

The number of replicas required, if any

If replication is enabled, the time schedule for generation of replicas

e For each File Group, determine:

e Iffiles are to be saved to tape cartridges

e For files saved to tape, which Volume Set with its associated configuration will be
used

e If file fragmentation is to be enabled and, if so, the fragment size

e For files archived to tape, whether the files are to be flushed from disk and if so, for
what period should they be retained on disk after writing

e For files archived to tape and scheduled to be flushed from disk, whether they will
be retained on disk after reading, and if so, for what period

Care should taken to match the File Group and Volume Settings to the capabilities of the
storage hardware, especially the disk capacity, the use of a tape library and/or standalone
tape drives and the number of drives in each library. It is important to match the capacity of
the logical magnetic disk drive under XenData control and the file flushing policies, as there
must always be sufficient capacity to store all files retained online.
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Also, the number of tape drives within a library affects the number of Volume Sets that can
be written simultaneously while still maintaining good performance - if significantly more
tape cartridges are being simultaneously accessed than there are available tape drives,
there will be excessive cartridge swaps and an associated drop in performance.

The XenData Management Console is also used for many aspects of tape cartridge
management, including:

exporting cartridges from a tape library

finalizing tapes to write a contents catalog and prevent further writing (TAR format only)
recording the offline location of exported cartridges

reformat of rewritable cartridges

repacking the contents of rewritable cartridges to release space occupied by deleted
files and old file versions

verifying data on tapes

viewing tape cartridge information including manufacturer, serial number, etc

viewing cartridge contents file statistics

write protecting cartridges

Configuring Volume Sets

3.2.1

3.2.2

Understanding Volume Sets

A Volume Set consists of a set of tape cartridges with a defined media type (WORM or
rewritable), format (TAR or LTFS) and replication strategy. Each Volume Set stores files
from one or more File Groups. Automatic tape cartridge replication can be defined for each
Volume Set.

When a new system is installed, an initial Volume Set is created, ready for configuration. In
addition, three special Volume Sets are shown in the XenData Management Console: the
blank media set, the quarantine media set and a cleaning cartridge set.

About the Blank Media Set

The blank media set is a special Volume Set that contains tape cartridges that have been
imported into a library or inserted into a drive but are not allocated to an operational
Volume Set. These may be new (unused) cartridges or rewritable cartridges that have been
reformatted by the system administrator. Cartridges in the blank media set are allocated to
an operational Volume Set either manually by the administrator or automatically by the
XenData6 Server software when all the existing cartridges in a Volume Set are nearly full.
The threshold at which tapes are added to a Volume Set is determined by the Volume Set
configuration settings.

When all existing cartridges in a Volume Set become full because there are insufficient
blank tapes of the correct type, the system behavior depends on the Volume Set
configuration settings. If the 'Write to disk if no writable media are available' option has
been enabled, the system automatically enters the Pending Write Mode and will accept
more data. If the 'Write to disk if no writable media are available' option has not been
enabled, the system will not accept any more data and will report “disk full” when an
attempt is made to write to the Volume Set.
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¥enData Management Console

File  Action Wiew Help

& 2mloHE

wenData Management Console |Hformation I I dentity I
Local {52-10%
BEEx Medium identity Barcode:<0014BL4
@ File group configuration ; ;
Location Library 0 zlot 0
[=l @ Yolume sek configuration
LTO-5 replicated Mount cycles 438
LTi2-5 non-repl Last alert Mone

= o] Blank Pedia 0.1% used (745,16 free out of 745.1GE]
[ o tewritable tape

&% Barcode:®0007ELS Dwerhead: 100% [E”:":” SEEGE]
F 2 YEarcode: x0014BL4
E Quarantined Media

Cleaning Cartridges
ﬁ Diagnostics

[nfo

E wpart R efor

] ]

3.2.3 About the Quarantined Media Set

The quarantined media set is a special Volume Set that contains tape cartridges that have
been imported into a library or inserted into a tape drive but for some reason cannot
currently be used by the system. Typically, this will be because a cartridge has previously
been used by a different application (such as a backup application), because the cartridge
contents have been repacked or because an error occurred while the system was trying to
identify the contents of the cartridge.
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Quarantined tape cartridges must be reformatted before they can be used by the system.

XenData Management Console

File Action Wiew Help

* #enData Management Console Mame Feason guarantined
= &) Local (S¥-10) &% Barcode: X00076L4 &l accessible files on the cartridge have
SN been rearchived to different volumes

+ File graup configuration
Wolume set configuration
E LT2-5 replicated
7 g LTO-5 non-repl
5 Blank Medla

E Cleanlng Cartrldges
+ p Diagnostics

3.2.4 About Volume Set Defaults for a New Installation

After a new installation without any tape cartridges in the library or stand-alone tape drive,
the XenData Management Console will look as shown below:

XenData Management Eunsule

File  Action  Wiew Help

* ¥enData Management Console
IJ 5 Lacal (XENDF\T;\ LSSLFDM) Eonfiguraliun of wolume set 3FRR00E90-00000000

=t =a Media type: rewritable tape
£-[[21 File group configuration
E Wolume set cnnfiguratiun

Replication 1z dizabled

el Replica 0
E Elank Medla
E GQuarantined Medja
E Cleaning Cartridge Default Wolume Set ready for
E+| ﬁ Diagnostics rename and configuration

Blank Medis Set without any tape
cartridge present

With a new installation, the default system will have an initial default Volume Set, a blank
media set, a quarantined media set and cleaning cartridge set. The default Volume Set will
have a predefined name comprising a system unique number and numerator (e.g.
3D90284C-00000000). The default name can be edited by highlighting and selecting
‘rename’ via the right mouse button. The default Volume Set is setup by selecting it in the
left pane and then using the ‘configure’ and ‘replication’ buttons in the right pane, as
described below.

3.2.5 To Configure a Volume Set

1. Open the XenData Management Console.

2. Navigate to the Volume Set Configuration section.

3. Click on the required Volume Set to reveal the "Configuration of volume set" panel in
the right pane of the window.

4. Click on the Configure button in the right pane.
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- XenData Management Console
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ORM el
Help |
Rewistie & [Defall +]
Comprezzad [
Media capacily E-"-"TLP b
Crests new volures wh=n iﬁ'ﬁ percent fudl
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In the Volume Set Configuration, select options as described below.
Select WORM or Rewritable tape cartridges using the two radio buttons.
Select the format, either TAR or LTFS.

The "Compressed" check box enables data compression in the tape drive. If the system is
storing uncompressed data then selecting this option will allow an increased amount of
data to be saved per tape cartridge. However, many applications perform their own data
compression and if this is the case then it is unlikely that the compression built into the tape
drive will offer any further compression. In fact, the use of tape drive compression may
increase the file size for already compressed files.

Select the block size for Volume Sets that use the TAR format. Normally the default should
be selected as this will select a block size that is optimized for archive and restore
operations for the installed tape drive type.

You can also define a tape cartridge capacity and change the point when additional tape
cartridges will be automatically allocated to this Volume Set from the Blank Media Set.

The "Write to disk if no writable media are available" check box determines the system
response if all tapes in a Volume Set become full or unavailable, perhaps due to a
hardware failure. If the option has been enabled by checking this box and all tapes are full
or unavailable, the system automatically enters the Pending Write Mode and will accept
more data which is written to the disk cache. However, if the option has not been enabled,
the system will not accept any more data and will report “disk full” when an attempt is made
to write to the Volume Set.

When you are satisfied with the configuration options, click the "OK" button. Clicking on
"Cancel" will discard any changes you have made.

If replication is required, configure the replication parameters as described below.
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3.2.6

3.2.7

To Define Replication for a Volume Set

Replication settings for a Volume Set should be defined before manually adding the first
Volume. After adding a Volume, with its associated allocation of tape cartridges, only the
replication schedule can be changed, not the number of replicas. Note that replication is not
possible on a system that consists of only one stand-alone tape drive.

Replication is defined for a Volume Set as follows.

1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.

3. Click on the required Volume Set to reveal the "Configuration of volume set" panel in
the right pane of the window.

4. Click on the Replication button in the right pane. This reveals the "Replication
Configuration" dialog, as shown below.

Replication configuration
Configure replication
Configuration seting: can only be ]9
changed while there are no media in the
wiolurne set. Cancel

[+ Enable replication

. Help
Humber of additional l.l_ 4

copies of each cartidge

R eplication timing

[ Beplicate immediatel

) i
[ Replicate everny -

[v Feplicate at |'|2:EIEI:EIEI A 2

To enable replication for the Volume Set, check the "Enable replication" box and enter the
required number of replicas in the "Number of additional copies of each cartridge" box.
Then define replication timing.

To Define Replication Timing

An essential part of defining the replication strategy for a Volume Set is defining the timing
of replica updates. Replication schedules can specify that replication should take place
"immediately”; periodically or at the same time each day.

To define an "immediate" replication schedule

1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.

3. Click on the required Volume Set to reveal the "Configuration of volume set" panel in
the right pane of the window.

4. Click on the Replication button in the right pane. This reveals the "Replication
configuration" dialog, as shown above.

5. Check the Replicate immediately box.

Note that immediate replication cannot be selected in conjunction with any other replication
schedule. Immediate replication is not recommended for single drive library systems, as it
will cause increased cartridge swapping, leading to degraded performance.
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To define a "periodic" replication schedule

1. Open the "Replication Configuration" dialog, as described above.

2. Check the Replicate every box.

3. Enter the required replication schedule, using the minutes and hours radio buttons
and the number entry box as appropriate.

To configure replication at the same time every day

1. Open the "Replication Configuration" dialog, as described above.
2. Check the Replicate at box.

3. Enter the required replication time.

3.2.8 To Allocate Cartridges to a Volume Set

After initial creation and configuration of a new Volume Set, the system administrator must
add cartridges to the Volume Set using the XenData Management Console as described
below. After the initial cartridges allocated to a particular Volume Set become full, a system
with a tape library will automatically add fresh cartridges from the blank media set (i.e. the
administrator only needs to perform this manual operation after the initial creation and
configuration of a new Volume Set). The system automatically adds blank media to the
Volume Set at the percentage full point defined in the configuration for the Volume Set.

To add cartridges to a Volume Set:
1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.
3. Right click on the Volume Set to which media is to be added and select Add Volume.

XenData Management Console
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* #enbata Management Console : ;
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=] Clear
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Delete
Renarme
Refresh
Help
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3.2.9

3.2.10

The system will then take one or more cartridges from the blank media set and allocate
them to the selected Volume Set. If replication is not enabled for the selected Volume Set,
only one cartridge will be taken from the blank media set. If replication is enabled, a
number of cartridges will be taken from the blank media set, sufficient to satisfy the number
of copies of each cartridge that was defined in the replication configuration.

Recommendation: Do not pre-allocate more than one tape Volume, leaving the software
to automatically allocate tape Volumes as required. (Pre-allocating additional Volumes
unnecessarily increases the time for the system to initialize.)

To Create a New Volume Set

1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.
3. Right click on Volume set configuration, click on New and select Volume Set.

XenData Management Console

File  Action Yiew Help
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The new Volume Set is given a unique name by the system. To rename it:

1. Right click on the new Volume Set and select Rename
2. Type the new name
3. Press the Enter key.

The new Volume Set should then be edited as described above.
To Replace a Missing Replica Cartridge

If Replication is enabled for a Volume Set, files are archived to two or more replica
cartridges. If a replica tape cartridge becomes lost or damaged, it can be replaced using
the Add missing replica operation. However, before this operation can be used, the tape
that is to be replaced must be exported from the tape library and the system must be
instructed to 'forget about' the missing replica.
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To Forget a Cartridge

PoNE

Open the XenData Management Console

Select the tape in the XenData Management Console
Ensure that the tape is offline.
Right click on the tape and select Forget this cartridge

File  Action Yiew Help

¥XenData Management Console

@

Ea RN 2 Na:

* zenData Managernent Console
= B Local (S¥-10)
HE

= @ File group configuration

Lawva-res

[fj Hi-res

all other files
= @ Yolume sek configurakion
[ Lo replicated
LT2-5 non-repl
&% Barcode:“0007BLY
-
Blank Media
Quarantined Me:

Forget this cartridge
Yalurne Statistics

Information | [dertity I

bedium identity Barcode::0014|
Location Oiflire

Mount cocles 439

Last alert MHone

0.1% uzed [745.1GE free out of |
Overhead: 96.8% [0.001832GE)

Owerhead figures are not necess
e 1ittEN FO the ©

Cleaning Cartrid;

&l Tasks k

w P

)

iagnostics

Yiew

F.enarme
Refresh

Help

Page 31

vt |




Administrator Guide: XenData6 Server V6.11

To Add a Missing Replica

1. Open the XenData Management Console
2. Select the Volume in the XenData Management Console
3. Right click on the Volume and select Add missing replica

XenData Management Console

File  Action Yiew Help
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3.2.11 To Delete a Volume Set
1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.
3. Right click on the Volume Set that is to be deleted and select Delete.

XenData Management Console

File  Action Yiew Help
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Note: A Volume Set can only be deleted if it contains no tape cartridges and it has not
been selected as the "Save to Tape" target of any File Group.

3.3 Managing Tapes
3.3.1 About Rewritable Cartridges
Unlike WORM tape cartridges, data on rewritable cartridges can be erased.
3.3.2 About WORM Cartridges

WORM is an acronym for Write Once Read Many. After data is written to a WORM tape
cartridge, it cannot be erased or altered. The Repack operation is not available for WORM
cartridges.

3.3.3 About Importing Cartridges

Tape cartridges are imported into a tape library using the library controls, which vary from
one model to another. Alternatively, a tape cartridge is manually inserted into a stand-alone
tape drive. XenData6 Server software will automatically attempt to identify any tape
cartridge that is imported into a library or tape drive under its control. If the tape has been
previously written by XenData software, it will be assigned to its original Volume Set.

If the tape is blank, it will be assigned to the blank media set. If the tape is written with an
unrecognized format, it will be allocated to the quarantined media set.
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3.34

3.35

If the administrator imports a tape cartridge that was written on a different XenData system
and the Volume Set does not exist on this server, it will be created automatically. However,
files from this tape will not be available until the Administrator right clicks on the tape in the
XenData Management Console and selects either the ‘Import Folder Structure’ or ‘Import
Data’ operation.

About Reformatting Cartridges

Reformatting a cartridge erases all the data that is stored on the tape and moves the
cartridge into the Blank Media Set. When a cartridge is reformatted, files that are stored
only on that cartridge (for example, files that have been flushed from disk) are made
inaccessible. Files that were recorded on the cartridge will be shown in History Explorer as
"Archived on unknown volume".

Some tape drives do not support all of the possible reformatting functions; in these cases,
only the options that are supported by the drive are presented via the XenData
Management Console.

To Reformat a Rewritable Cartridge

1. Select the tape in the XenData Management Console.
2. Click Reformat.
3. Choose a reformat option.

0 Mark as Blank will instruct the system to treat the cartridge as blank, and move it to
the blank media set. However, it will not be overwritten until it is assigned to a new
Volume Set. Up to this point, the data may be retrieved by exporting and then re-
importing the cartridge.

o Low-Level format will repartition the tape. This is a quick operation that is normally
used when another application has formatted a tape in a legacy format. Once this
operation has been performed, it is not possible to recover data from the cartridge
using standard utilities. This option is not offered if the type of drive being used
does not support the operation.

0 Quick Erase uses the SCSI quick erase command, which writes an end of tape
mark at the beginning of the tape (thereby marking the rest of the tape blank). This
operation does not physically overwrite the data on the tape; however, once this
operation has been performed, it is not possible to recover data from the cartridge
using standard utilities.

0 Long Erase overwrites all the data on the cartridge. This can be a time consuming
operation but it provides a good degree of certainty that the data on the cartridge
cannot be recovered.

o Overwrite Entire Medium uses write commands to overwrite all the data recorded
on the cartridge with a different data pattern than that used by long erase. Using
this operation followed by a long erase command more thoroughly overwrites all
the data on the cartridge, for very sensitive applications.
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3.3.6

File  Action  Wiew Help
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To write a file to tape, the file must be allocated to a File Group and the File Group must
have the "Save files to tape" option selected. The File Group will be allocated to a Volume
Set and the designated Volume Set must have one or more tape Volumes with sufficient

space within a tape library or stand-alone tape drive under XenData control.
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3.3.7

3.3.8.

Files are written via the standard Windows file system interface.

To Read Files Directly from Tape

When a user reads a file using the Windows file system interface, the system will always
restore the file from the fastest physical storage device. Consequently when a file is stored
on both disk and tape, it will be retrieved from disk. However, files can be read directly from

tape, rather than from disk, using XenData History Explorer.

To Display File Statistics for a Volume

Remember that the XenData term 'Volume' refers to a complete set of replica cartridges
which, when up-to-date, all contain the same data. If replication is not enabled, a Volume

refers to an individual cartridge.

Statistics are particularly useful when considering repacking a Volume to regain space from

deleted files and old file versions.
To Obtain Volume Statistics
1. Open the XenData Management Console.

2. Select the Volume in the XenData Management Console
3. Right click on the Volume and select Volume Statistics

XenData Management Console Ol x|
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An example of Volume Statistics is shown below.
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3.3.9

Statistics for 47D8182B-00000001-49DEG 5'
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The statistics provided are:

Total number of fragment files This is the total number of fragment files and bytes
occupied on the Volume. Note, when fragmentation is not enabled, this simply refers to
the total number of files.

Fragment files currently accessible This is the number of files accessible via the
Windows file system and bytes occupied by them on the Volume. It excludes old
versions of files and deleted files.

Deleted fragment files This is the number of deleted files and the bytes occupied by
them on the Volume.

Fragment files in old versions of files This is the number of old (overwritten)
versions of files and the bytes occupied by them on the Volume.

Rearchived fragments This refers to fragment files that have been transferred to other
Volumes using a repack operation.

Fragment files missing metadata This refers to files that are stored on the Volume
but do not have complete file system metadata stored on the disk cache.

Delete and rename records These are records that are written to tape when a file is
deleted or renamed.

Space that repack would recover This is the space that the repack operation would
recover. It is the sum of the space occupied by deleted files, old versions of files and
the delete and rename records.

Note that additional information can be obtained about a Volume using the XenData Report
Generator. This utility includes a report that lists all files stored on a Volume. This list may
be filtered in a number of different ways and may be exported for use in Excel and other
programs.

To Display Information About a Cartridge

1.
2.
3

Open the XenData Management Console.

Navigate to the Volume Set configuration section.

Click on the + sign next to the appropriate Volume Set to expand it and show
the cartridges that are allocated to the Volume Set.

Click on a cartridge to display the Medium Properties pane, as shown below.
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The blue segment represents used space, the pink represents free space and the red
represents overhead. Overhead represents consumed tape capacity that is not used for
data. If the overhead percentage is large, this is likely due to one of the following:

e only a small amount of data has been written to a tape - in this case, the overhead
percentage is inaccurate

e abnormally high re-writing of data due to the drive error correction - this is indicative of
a faulty drive, a drive that needs cleaning or a faulty tape

e slow writing of mainly small files or infrequent writing of mainly small files

Deletion of files in the archive file system does not cause an increase in tape overhead.

Additional information is obtained by clicking the Identity tab as shown below.
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3.3.10 About Write-Protecting Cartridges

There may be circumstances in which a system administrator wishes to stop the system
from writing data to a particular cartridge (or Volume) before the cartridge is full.

This can be achieved by write protecting the cartridge (or replicated set of cartridges
representing a Volume) using the XenData Management Console. If all the cartridges in a
Volume Set are write-protected, the administrator will have to add a new Volume before
more data can be written to the Volume Set.

3.3.11 To Write-Protect a Cartridge using the XenData Management Console
1. Open the XenData Management Console.

2. Select the cartridge in the XenData Management Console.
3. Right click on the cartridge and select Write protect
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3.3.12

3.3.13
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In addition to the software write-protection described above, a cartridge may be write
protected by using the write protection switch on the physical tape cartridge.

About Building and Rebuilding Tape Catalogs

A Tape Catalog contains an index of the contents of a specific Volume. The ability to create
a Tape Catalog was introduced in Version 4.50 of XenData Archive Series software.

When a new Volume is first created, a Tape Catalog is created for it and written to the
magnetic disk volume under XenData control. As files are written to the tape, the Tape
Catalog is updated. When a TAR formatted tape is Finalized, either manually or
automatically (when a tape becomes full), a copy of the Tape Catalog is written to the tape.

The presence of a Tape Catalog for a tape is required for some operations including
contents repack and to view tape contents using the Report Generator. It also greatly
reduces the time to perform an Import Folder Structure operation. This is an advantage
when transferring tape cartridges from one XenData archive to another and when
rebuilding the archive file system on the magnetic disk volume.

Where a Tape Catalog does not exist on the magnetic disk volume, one may be built using
the Build Catalog operation. Additionally, a Tape Catalog may be rebuilt using the Rebuild
Catalog operation. The Rebuild Catalog operation is useful if the Tape Catalog becomes
corrupted perhaps because of a hardware failure.

To Build a Tape Catalog

Under some circumstances, a tape cartridge may not have a Tape Catalog on the archive's
magnetic disk volume. This will occur when a non-finalized tape formatted with TAR is
transferred from another archive system. It also occurs with tapes that were originally
added to a Volume Set using a XenData Archive Series version prior to 4.50, which is when
Tape Catalogs were first introduced.
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When a Tape Catalog does not exist on the magnetic disk under XenData control, the
system provides a mechanism to build it, as follows:

To Build the Tape Catalog for a Tape Cartridge

1. Open the XenData Management Console.
2. Select the tape or Volume in the XenData Management Console
3. Right click on the tape or Volume and select Build Catalog.
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Note that the Build Catalog option is only available when a catalog is not present on
magnetic disk. If a Tape Catalog already exists for the tape cartridge, the Rebuild Catalog
option will be available.

3.3.14 To Rebuild a Tape Catalog

Under some system failure modes, the Tape Catalog stored on disk may become
corrupted. If this occurs, the Tape Catalog should be rebuilt. Before performing the rebuild
operation, ensure that at least one cartridge from the Volume is in a tape library or stand-
alone tape drive under control of the system. The rebuild operation is performed as follows:

To Rebuild the Tape Catalog for a Tape Cartridge

1. Open the XenData Management Console

2. Select the cartridge or the applicable Volume in the XenData Management Console
3. Right click on the cartridge or Volume and select Rebuild Catalog.
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XenData Management Console
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3.3.15 To Repack a Volume

Repack is an operation which recovers tape space used by deleted files and old versions of
files. The operation may be performed only on Volumes that are not writable, such as full,
finalized and write-protected Volumes. The repack operation performs the following:

e Files that are currently accessible via the Windows file system are copied from the
selected Volume. Deleted files and old versions of files are not copied.

e These files are copied to source destinations defined by the current File Group rules. A
File Group rule must exist for every file that is stored on the Volume.

e After all files on the Volume have been successfully repacked, the repacked tapes are
moved to the Quarantined Media set.

If the File Group rules have not changed since the files were first written to the repacked
Volume, they will be repacked to the same Volume Set.

Hardware Requirements

The repack operation cannot be performed on an archive with only one stand-alone tape
drive.
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To Repack a Volume

Open the XenData Management Console

Select the Volume in the XenData Management Console

Ensure that the Volume is not writable. If it is writable, write-protect it.
Right click on the tape and select Repack
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After the repack operation has been successfully completed, the tapes from the repacked
Volume will be moved to the Quarantined Media set and status information as shown below
will be displayed. Quarantined rewritable cartridges may then be reformatted for re-use.
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XenData Management Console
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3.3.16 To Cancel a Repack Operation

The repack operation, described above, may take many hours to complete. The operation
can be cancelled and restarted at a later time. When the repack operation is occurring, a
progress box is displayed as shown below and the operation can be canceled by clicking
Cancel.
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If resumed at a later time, the repack operation will restart from where it was previously

cancelled.

3.3.17

About Re-tensioning Tapes

Under normal circumstances it should not be necessary to re-tension tapes. In exceptional
circumstances, the administrator can manually re-tension a tape cartridge. Some drive

types do not support the re-tension operation; in these cases, the option is not available in
the XenData Management Console.

3.3.18 To Re-tension a Tape

1. Open the XenData Management Console.
2. Select the tape in the XenData Management Console.
3. Right click on the tape cartridge and select Re-tension

Jaka Management Console

_ocal (XENDATA-LSSLFDM)

=

File group configuration
E| YWolume set configuration
- E-{5] aFsspDon-o0000001

[ &

Wike proteck
Expart

=] 3FSSDO90-1
lex] Elark Media
- |ea] Quarantine
o fF] eaning Cz
ﬁ Diagnostics

Retension

Reformat
Yerify

Impork catalog
Import data

Al Tasks
Wiew

Rename
Refresh

Help

Location

Information I Idertity I

M ediumn identity Barcode: 000041

Library 0 slot 1

Mount cycles 354

t Mone

H [46.3GE free out of 48.71GE)

lad: B.7% [0.1634GE)

I Wpdate |

3.3.19 About Verifying the Data on a Tape

The verify function allows the administrator to check that the data on a tape can still be
read, without transferring it to disk (it performs media verification). System administrators
may wish to use this function to check the integrity of their archived data.

3.3.20 To Verify Data on a Tape

1. Open the XenData Management Console.
2. Select the tape in the XenData Management Console.
3. Right click on the tape and select Verify
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¥XenData Management Console
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3.3.21 About Finalizing a Tape

3.3.22

The Finalization operation is only available for tape cartridges formatted using TAR.
Finalizing a tape cartridge results in special tape marks being written to the tape that
prevent additional files being written to that tape. For Volumes that have a Tape Catalog on
magnetic disk, this also results in a Tape Contents Catalog being written to the tape.

When a tape becomes 98% full, the system automatically finalizes it. The Administrator
may finalize a partially filled tape using the XenData Management Console as described in
the next section.

The presence of a Tape Contents Catalog on a tape greatly reduces the time to perform an
Import Catalog operation. This is an advantage when transferring TAR formatted tape
cartridges from one XenData archive to another and when rebuilding the archive file system
on magnetic disk cache.

To Finalize a Tape

When a TAR formatted tape becomes 98% full, the system automatically finalizes it. Tapes
may be finalized before they become 98% full as described below.

Open the XenData Management Console.
Select the tape in the Management Console.
Right click on the tape and select Finalize.
Press Enter.

PwbdPE
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XenData Management Console
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3.3.23 To Export a Cartridge

Cartridges should be exported from a tape library using the XenData Management
Console, as described below:

1. Open the XenData Management Console.

2. Navigate to the Volume set configuration section.

3. Click on the + sign next to the appropriate Volume Set to expand it and show the tapes
that are allocated to the Volume Set.

4. Click on a tape to display the Medium Properties pane, as shown below.

5. Click Export in the right pane of the console or right-click the tape in the left pane and
select Export.
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3.3.24
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The selected tape will be moved to one of the tape library mail slots (often called 1/O slots
or I/E Elements) or ejected from a stand-alone drive.

When using a stand-alone tape drive, a tape cartridge may be exported (ejected) either by
using the procedure described above or by pressing the tape drive eject button.

To Set the Administrator Defined Information for a Cartridge

1.
2.
3

o0k

Open the XenData Management Console.

Navigate to the Volume set configuration section.

Click on the + sign next to the appropriate Volume Set to expand it and show the tapes
that are allocated to the Volume Set.

Click on a tape to display the Medium Properties pane, as shown below

Enter the desired information in the "Info" box

Click on "Update" to save your changes.
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XenData Management Console
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3.4 Allocating Files to File Groups

34.1

3.4.2

About File Groups

A File Group is a collection of files that have the same file management policy and
consequently are all treated in the same way by the system.

Whenever a file is written to the archive, XenData6 Server software needs to know how to
treat it. The way the file should be handled is defined by File Group rules, so the first thing
the system does when a file is opened or created is to allocate it to a File Group.

Every file that is handled by the system belongs to exactly one File Group. Files are
assigned to a File Group on the basis of their name and path. This assignment can be
based on the name of the folder that contains a file, the name of the file or both.

To Allocate Files to a File Group

1. Open the XenData Management Console.

2. Navigate to the File group configuration section.

3. Click on the required File Group to reveal the "Configuration of file group" panel in the
right pane of the window.

4. Update the File name or path pattern box with the appropriate text, as described
below

5. If required, update the Exclude pattern box, as described below.

6. Click Apply.
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3.4.3

3.4.4
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To Construct the "File Name or Path Pattern" or the "Exclude pattern"

The system maintains a list of File Groups, each of which has a "File name or path pattern".
To establish which File Group to use for a particular file, the system starts at the top of the
list of File Groups and tries to match the file name to the pattern for the File Group. If the
file name matches the pattern for the first File Group then the file will be allocated to the
first File Group. If the file name does not match the first path pattern, the system tries the
next File Group in the list, and so on down the list until it finds a match or reaches the end
of the list. If it reaches the end of the list, the system blocks opening or creation of the file (it
returns an error to the application that tried to open the file).

Files are allocated to File Groups based on their folder name, file name, filename extension
or a combination of these. Standard filename and wildcard conventions (such as "*" and
"?") may be used during the pattern match. As an extension to normal pattern matching
syntax, the special directory wild card '..." can be used to match any number of intermediate
sub-folders. The system supports multiple patterns per File Group, separated by
semicolons.

Some example file name or path patterns are:

a. *tif selects files with the extension .tif for the File Group.

b. abc???.tif selects files that start with abc, have the extension .tif and have six
characters before the extension.

selects files that are in the folder \Images.

selects files that are in the folder \Images or any of its sub-folders.
selects files with the extension .tif that are in the folder \Images or
any of its sub-folders.

c. \Images\*
d. \Images\...\*
e. \Images\...\*.tif

To Create a New File Group

1. Open the XenData Management Console.

2. Navigate to the File group configuration section.

3. Right click on File group configuration, click on New and select File Group.

The new File Group will be named <<new>> and should be renamed as described below.
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To Rename a File Group

agrwdPE

Open the XenData Management Console.

Navigate to the File group configuration section.

Right click on the File Group that is to be renamed and select Rename.
Type a new name for the File Group

Press Enter.
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3.4.6

3.4.7

3.4.8

About Changing the Order of File Groups

The order of File Groups in the XenData Management Console is important because an
individual file can be allocated to only one File Group and the allocation rules are applied in
the order that the File Groups appear in the left pane of the console with files being
allocated to the uppermost applicable File Group.

To Change the Position of a File Group in the List

1. Open the XenData Management Console.

2. Navigate to the File group configuration section.

3. Right click on the File Group that is to be moved and select Move up or Move down.
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Advanced

Examples of Allocating Files to File Groups

The easiest way to illustrate how to allocate files to File Groups is by way of examples and
a number of these are given below. In each case, files are allocated to three different File

Groups.

Example 1: One File Group contains all files with hames ending in “.tif"; a second File
Group is for all files with names ending in “.txt”; and a third File Group contains all other

files.
File Group 1
File Group 2

File Group 3

File name or path pattern:
Exclude pattern:
File name or path pattern:
Exclude pattern:
File name or path pattern:
Exclude pattern:

* tif

* txt
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In this example, no path has been specified and consequently the file name rules apply to
all files written to the logical drive managed by XenData6 Server software, no matter to
which folder they are written.

Note that the “Exclude pattern” boxes are empty in this example. Note also that we used “*”
rather than “*.*” in File Group 3 to ensure that all files are included in the File Group
including those without a name extension.

Example 2: One File Group contains all files written to a folder at the root called
“\project01\"; another contains all files written to a folder at the root called “\project02\"; and
a third File Group contains all other files.

File Group 1 File name or path pattern: \projectO1\*
Exclude pattern:

File Group 2 File name or path pattern: \project02\*
Exclude pattern;

File Group 3 File name or path pattern: *

Exclude pattern:

Note that “Exclude pattern” boxes are empty in this example. Note also that we used “*”
rather than “**” in to ensure that all files are included in the file group including those
without a name extension.

Example 3: This is similar to example 2, but includes all sub-folders for the first two File
Groups. One File Group contains all files written to a folder at the root called “\project01\”
and its sub-folders; another contains all files written to a folder at the root called
“\project02\" and its sub-folders; and a third File Group contains all other files.

File Group 1 File name or path pattern: \projectO1\...\*
Exclude pattern:

File Group 2 File name or path pattern: \project02\...\*
Exclude pattern:

File Group 3 File name or path pattern: *

Exclude pattern:

In this example, the use of “...\” denotes the specified path and all folders below it.
Example 4: This is similar to example 3, but all temporary files are excluded from the first
two File Groups by using the “Exclude pattern” box. Consequently, all file names ending in
“.tmp” are allocated to the third File Group.

File Group 1 File name or path pattern: \projectO1\...\*
Exclude pattern: *tmp

File Group 2 File name or path pattern: \project02\...\*
Exclude pattern: *tmp

File Group 3 File name or path pattern: *

Exclude pattern:

Example 5: This is similar to example 4, where all temporary files are excluded from the
first two File Groups by using the “Exclude pattern” box. As for example 4, all file names
ending in “.tmp” are allocated to the third File Group. However, the administrator has not
set up a ‘catch-all' File Group rule at the bottom of the File Group list. In this case, the
system will not allow writing of files unless they are written to the folders projectO1\,
project02\ or their sub-folders or the files end with “.tmp”.
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File Group 1 File name or path pattern: \projectO1\...\*
Exclude pattern: *tmp

File Group 2 File name or path pattern: \ project02\...\*
Exclude pattern: *tmp

File Group 3 File name or path pattern: *tmp

Exclude pattern:

Example 6: This example illustrates the importance of File Group order.

File Group 1 File name or path pattern: \project01\*

Exclude pattern:

File Group 2 File name or path pattern: *txt

Exclude pattern:

File Group 3 File name or path pattern: *

Exclude pattern:

In this example, files ending in ".txt" in folder projectO1\ are allocated to the same File
Group as the other files in this folder. If the order of the first two rules was changed, files
ending in ".txt" would be allocated to the same File Group as the ".txt" files in the other
folders.

3.5 Setting Policies for File Groups

351

3.5.2

About Storage Options for a File Group

The administrator must define storage rules for each File Group. The following policy
options must be set:

File system physical storage, including whether the File Group is stored on tape and, if
so, on which Volume Set.

Settings for File Fragmentation.

Disk Retention Rules

Advanced Settings

To Select Storage Options for a File Group

PoNE

o

Open the XenData Management Console.

Navigate to the File group configuration section.

Select the File Group that is to be configured by clicking on it.

Determine whether files in the File Group are to be saved to tape, and enable the
"Save files to tape" option if appropriate.

Determine whether or not file fragmentation is required for the File Group and enable if
appropriate. File fragmentation is typically required only for very large files, and is
described below.

If files are being saved to tape, determine whether to use file flushing to save space on
magnetic disk. If file flushing is to be used, configure the Disk Retention Rules as
described below.

Click on the Advanced button near the bottom of the screen if Advanced Settings are
needed and make additional selections.

Page 54




Administrator Guide: XenData6 Server V6.11

3.5.3

3.54
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File Fragmentation

XenData file fragmentation provides the ability to partially read files which can lead to
significant performance improvements with large files. Furthermore, file fragmentation
allows a large file to be spanned across multiple Volumes.

Enabling file fragmentation typically provides benefits for File Groups that predominantly
consist of large multi-gigabyte files. If file fragmentation is enabled, the system has the
following characteristics:

e when a portion of a file is read from tape, only the applicable fragments will be read,
saving both transfer time and space on the disk cache;

e when an application modifies a large file by appending, the appended data will be
written to tape as one or more additional fragments, saving space on the tape cartridge;

e if an application modifies a small part of a large file, for example by updating an index
at the beginning of the file, then only the fragments containing modified data will be
written to tape; and

e on writing a file, the system may span multiple Volumes if the File Group advanced
option to permit file spanning is enabled and, when spanning occurs, complete
fragments of spanned files will be written to each of the spanned Volumes.

If file fragmentation is not enabled, the system has the following characteristics:
e when afile or portion of a file is read from tape, the complete file will be read from tape;
¢ when a file is modified, the new version of the file will be completely written to tape; and

e on writing a file, the system will always write the complete file to a single Volume.

If the administrator enables file fragmentation for a File Group, the fragment size must be
defined.

Recommended fragment sizes depend on the application and tape drive transfer rates but
for LTO-5 will typically be 5 GB or larger.

Disk Retention Rules
The administrator can configure the system such that after a file has been securely written

to tape, the instance stored on disk will be flushed to release the disk space that was
occupied by the file.
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The flush operation causes the file to be removed from disk, but it is still visible in the file
system and accessible to normal applications from tape. This functionality is enabled by
configuring the Disk Retention Rules in the File Group options. The Disk Retention Rules
are only available for File Groups where "Save files to tape" has been enabled.

Characteristics of flushed files are as follows:

e Flushing from disk does not affect the presence and location of a file within the file
system.

e File properties - including file size - do not change, except the Windows offline attribute
is set.

e Flushed files are restored from tape by simply reading the file. As long as the file is
available on near-line tape, the system will seek to the beginning of the file and will
restore the file automatically.
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If all the boxes in the Disk Retention Rules area are unchecked, the system retains all
current files within the File Group on magnetic disk indefinitely. A number of options are
available for flushing current files from disk, as described below.

When a file is first written to the drive letter under XenData control, it is always first written
to magnetic disk. The options, which are described below, allow the administrator to flush
files from disk after completion of the write operation. Note, the system takes great care not
to flush files from disk until the last replica has been securely written to tape.

When a file has been flushed from disk by setting one of the options described below, the
system restores the file to disk each time that it is read from tape. The administrator can
use the options described below to flush files from disk after the application that read the
file has finished with it.

Options for Disk Retention

a. All current files are retained on disk indefinitely
Ensure that all boxes in the Disk Retention Rules area are unchecked.

b. Files are flushed immediately after writing
Select Flush written files from disk and When the last replica has been written.
With these options selected, files will be flushed as soon as the last replica has been
completely written to tape. However, when a file is subsequently read, it will be restored
to disk and retained indefinitely unless Flush read files from disk is checked, as
described in options f. and g. below.

Page 56




Administrator Guide: XenData6 Server V6.11

3.55

g.

Files are flushed a preset length of time after writing

Select Flush written files from disk and After and put an appropriate number in the
box. With these options selected, files will be flushed a defined length of time after they
were written, or when the last replica has been completely written to tape, whichever
comes later. However, when a file is subsequently read, it will be restored to disk and
retained indefinitely unless Flush read files from disk is checked, as described in
options h. and i. below.

Files are flushed immediately after being read

Select Flush read files from disk and As soon as the file is closed. Ensure that
Flush written files from disk is unchecked. With these options selected, files will be
flushed as soon as the file is closed. Note that files that have been written to the
system will be retained on disk indefinitely, until they are read.

Files are flushed a preset length of time after being read

Select Flush read files from disk and After and put an appropriate number in the box.
Ensure that Flush written files from disk is unchecked. This option is similar to the
option d. above, but waits for the defined period before it applies its rule. As with option
d., files will be retained on disk indefinitely, unless they are read.

Files are flushed immediately after writing and after each subsequent read

Select Flush written files from disk and When the last replica has been written .
Also, select Flush read files from disk and As soon as the file is closed. With these
options selected, files will be flushed as soon as the last replica has been completely
written to tape. Each time a file is subsequently read, it will be temporarily restored to
disk, but when the file is closed, it will immediately be flushed from disk again.

Files are flushed immediately after writing and a preset time after each subsequent
read

Select Flush written files from disk and When the last replica has been written.
Also, select Flush read files from disk. Then select After under the "Flush read files
from disk” box and enter the required number of hours or days for retention of the file
on disk after it is last read. With these options selected, files will be flushed as soon as
the last replica has been completely written to tape. However, each time a file is
subsequently read, it will be temporarily restored to disk, but will be flushed from disk
again when the defined time has elapsed following the last time the file was closed.
Files are flushed from disk a preset time after writing, combined with immediate
flushing after being read

Check both the Flush written files from disk and Flush read files from disk boxes.
Then select After under the "Flush written files from disk" box and enter the required
timing for the flush operation following writing. Then select As soon as the file is
closed under the "Flush read files from disk" box. Under this set of options, following
completion of replication, the system will keep files on disk until they are read or until
the defined time has elapsed since they were written, whichever comes first.

Files are flushed from disk a preset time after writing unless the file is read within a
(possibly different) preset time

Select both the Flush written files from disk and Flush read files from disk boxes.
Select After under the "Flush written files from disk" box and enter the required time for
the flush operation after writing. Then select After under the "Flush read files from disk"
box and enter the required time for retention of the file on disk after it is last read.
Under this set of options, following completion of replication, the system will keep files
on disk until completion of the "written" or the "read" interval, whichever is later.

File Group Advanced Options

The file group advanced options dialog includes settings that can provide improved
performance in certain situations, or offer enhanced data integrity at the expense of
performance for some applications.

Page 57



Administrator Guide: XenData6 Server V6.11

File  Action ‘Wiew Help
e | e HE
A ¥enData Management Console Configuration of file group  Low-res
= & Local (5x-10) - —
SN ile name ar path pattern
= @ File group configuration | v [V Save files to tape
Lawy-res
Hi-res FKdUde aticin Fragmented file support
@ AN A dvanced file group options
= |:| Yolume set
LTO-5 . ) Bllow file f bz b th
- E LTO-5 [ Keep all versions on disk voIDL::'u;e RLE TG ) I TS el T2
+» Ba
* Blarkt [~ Do not preserve history for deleted files. - Archlve file fragments &2 saon a3 they are
Quaral available
Cleanir . _— . . L
= X Lse a background process to archive old files if Force the first read of a file after it is written to
= p Diagnostic: [~ |pdated file rules indicate that files that were nat [ come from the archive, so that the integrity of the
] m Library previously archived should now be archived. archive may be checked.
= ovi X
1 Use compact metadata representation to save W ke il d-onl
E=1 i ™ space by reducing the amaount of information [ Make files read-only.
D Systen retained for the Histary Explarer
0k | Cancel Help

Available Options

a. Keep all versions on disk
XenData6 Server software normally maintains a complete version history of every file
under its control. However, only the most recent version of a file is available to standard
applications through the file system interface; older versions of files will usually never
be read and if required, they must be recovered using XenData History Explorer. To
conserve disk space, the system removes old versions of files from disk, making them
available only from tape. Selecting the "Keep all versions on disk" option changes this
behavior so that all old versions of a file are retained on disk.

b. Do not preserve history for deleted files
In normal operation, XenData6 Server software maintains the entire version history of
all files under its control. For compliance applications, this is the functionality that is
required. However, certain applications produce large numbers of intermediate files
that are valuable at the time they are created, but at some later time the intermediate
files are no longer required and the application deletes them. Applications that display
this behavior might be collecting incoming data into intermediate files and later merging
them into larger container files for long-term archival storage (some email archiving
systems work this way). Because the incoming files (for example, individual emalil
messages) are valuable, they should be archived to tape, providing a backup of the
disk. However, after the application has deleted them, the intermediate files are no
longer needed and there is no requirement to continue to maintain their history.
Maintaining a file's history consumes a small amount of space on the magnetic disk (for
metadata) and if the system is maintaining metadata for a very large number of deleted
files, the space consumed by their metadata may become unacceptably large.
Selecting this option removes the metadata for deleted files and allows the system to
recover the space that would otherwise be consumed. Files that belong to file groups
with this option selected will not be visible in History Explorer after they have been
deleted.

c. Use a background process to archive old files if updated file rules indicate that files that
were not previously archived should now be archived
If a File Group rule does not have "save to tape" enabled, files will be written to the disk
cache only. If the File Group rule is then changed by enabling the “save to tape” option,
new files written to the archive will be archived to tape but files written prior to the
change will not, unless this option, “Use a background process...”, is enabled.
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The “Use a background option...” causes the system to perform a background scan
and archive old files to tape that should now be archived according to the changed File
Group rule.

d. Use compact metadata representation to save space by reducing the amount of
information retained for the History Explorer
Part of the information shown by XenData History Explorer is the creation date for
every version of a file. This information is stored in the file's metadata, and it is only
used by the History Explorer (or any other application that fetches it using the XenData
Archive Series API). If a very large number of versions of a file are created, this extra
information in the metadata increases the size of the metadata file, consuming space
on the disk cache. This option changes the format of the metadata so that file version
modification dates are not saved, thereby reducing the size of the metadata. For most
archiving applications, this optimization is not worthwhile because the number of file
versions created is small and no space will be saved.

e. Allow file fragments to span more than one volume
This option is applicable when file fragmentation is enabled and it determines whether
or not a file may span Volumes. When enabled, the file fragments for a file may be
written so as to span Volumes. When this option is not enabled, all file fragments for a
particular version of a file will always be written to only one Volume.

f.  Archive file fragments as soon as they are available
In normal operation, a file's data is written to tape after it has been successfully written
to magnetic disk. Some application types, for example certain backup applications, can
create very large files that are written sequentially (i.e. the application starts to write
data at the beginning of the file and proceeds linearly through the file, gradually
extending it as more data is written). In this situation it would be more efficient to write
data to tape as soon as the application has finished writing the first fragment, rather
than waiting for the application to write the entire file. This can be achieved by enabling
file fragmentation and selecting this option.

g. Force the first read of a file after it is written to come from the archive, so that the
integrity of the archive may be checked.
Some applications employ a read-after-write check to verify the integrity of data written
to the archive. However, the normal behavior of the system is always to read data from
the fastest available location. For data that has just been written to the system, this will
usually be the magnetic disk cache (or even an intermediate RAM cache). Performing a
read-after-write check would check the integrity of the data in the cache, rather than on
the tape. This option forces data to be read from the tape, even if it is available from an
intermediate cache, thereby allowing applications to verify the integrity of data on the
tape. Note that only the first read is forced to come from the tape; subsequent reads
will be satisfied from the cache if possible.

h. Make files read-only
This option forces all files in the file group to be marked "read-only". This read-only
attribute cannot be changed after a file has been created.
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4.1

4.2

Chapter 4. Using Mac Clients

About Using Mac Clients

Mac OS X clients should use the SMB/CIFS network protocol when archiving to and restoring from
an archive running XenData6 Server software.

When a Mac OS X client computer writes to a Windows SMB share (such as a XenData archive), it
either uses ‘AppleDouble’ files or alternate data streams. This version of XenData6 Server fully
supports AppleDouble files and manages them using hidden File Group rules; it also supports
alternate data streams when writing to LTO cartridges using the TAR format; however, it does not
support alternate data streams when writing to LTO cartridges using the LTFS format.

There are three important areas of file management which are handled automatically by this version
of XenData6 Server:

e AppleDouble files (consisting of a data fork file and a resource fork file) are managed by
hidden File Group rules;

e Apple hidden Desktop Services Store files (.DS_Store) are also managed by hidden File
Group rules; and

e Alternate Data Streams (an alternative to AppleDouble files) are managed by the XenData
software when writing to TAR format tape cartridges and hidden file Group rules manage
the streams.

In addition, there are two areas of file management which require configuration of each Mac client
that has access to the XenData archive:

e Icon Preview must be disabled for all Mac clients that access the XenData archive,
otherwise an excessive number of unwanted file restores may result which can greatly
impair the archive’s performance; and

e Alternate Data Streams must be disabled for Mac clients that write and restore files to LTO
cartridges formatted with LTFS.

The hidden File Group rules that automatically manage AppleDouble files, streams and .DS_Store
files are described in more detail in the next section.

Hidden File Group Policies

In addition to the File Group rules defined by the administrator using the XenData Management
Console, hidden File Group rules are automatically implemented for correct management of files
that are created by Apple Mac clients.

Desktop Services Store files (named .DS_Store) are hidden files created by the Mac OS X Finder in
every folder that it accesses. Finder uses these to retrieve custom attributes of a folder such as
background color and position of icons. The XenData system will automatically store any file named
.DS_Store on the disk cache but will not save the file to tape. This rule overrides all policies defined
in the XenData Management Console.

When a Mac client computer running OS X writes to a Windows SMB share, it writes either
AppleDouble files or files with an alternate data stream. The handling of these two cases is
described below.
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4.3

4.4

4.5

An AppleDouble file consists of a data file (often called a data fork) and an associated resource fork
file. The resource fork is a hidden file which is typically very small and has the same name as the
data file with '._' (dot under-score) prepended. For example, if QuickTime Pro creates a file called
‘abc.mov' and the file is saved to a Windows share, the data fork file will also be named 'abc.moVv'
and the hidden resource fork file will be named '._abc.mov'. With a data tape archive system, it is
important that resource fork files are not flushed as these are accessed frequently by the Mac
client. The XenData system will automatically prevent flushing of all resource fork files. In cases
where the corresponding data file is saved to tape, the resource fork will also be saved to the same
Volume Set. These rules override all policies defined in the XenData Management Console.

When OS X writes a file with an alternate data stream to a XenData archive, the alternate data
stream is very small, as it contains the same information as held in the resource fork when
AppleDouble files are written. As for resource forks, the alternate data stream is accessed
frequently by Mac clients and consequently it is important that the alternate data streams are not
flushed. The XenData system will automatically prevent flushing of all alternate data streams and
when written to tape, the system will ensure that the main file stream and any alternate data
streams are written to the same Volume Set. These rules override all policies defined in the
XenData Management Console.

Disabling Icon Preview

When a folder is opened using Finder on a Mac client computer, all files contained in that folder are
read if 'show icon preview' is enabled. This will cause unnecessary file restores from the archive.
The best way to avoid this problem is to disable this preview option within Finder. This setting is
found in the Finder menu at View>Show View Options>Show icon preview.

Disabling Alternate Data Streams

From OS X version 10.6, Apple uses alternate data streams as the default configuration rather than
writing AppleDouble files when writing to a XenData SMB share. However, the XenData archive
does not support alternate data streams when writing to LTFS formatted LTO cartridges and, in this
case, the use of alternate data streams must be disabled for all clients writing to LTFS formatted
tapes. The recommended method for disabling alternate data streams is described in XenData
Technical Note XTN1001.

Support of OS X Characters

Mac OS X supports characters within file and folder names that are invalid on Windows systems.
These characters are / ? < >\ : * | " and any character you can type with the Ctrl key. With
XenData6 Server, the XenData file system supports the usage of folders and files that contain
these Mac specific characters. For files and folders containing Mac specific characters written to the
XenData archive share, Macintosh users see the name as it was created.

Important Limitation: Windows users see the same name with any Mac specific characters
replaced using a unicode to ANSI conversion. The Mac specific characters will not be displayed
properly by Windows Explorer, Volume View, History Explorer and by the XenData Report
Generator.
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Chapter 5. File Explorer and Windows Explorer Extensions

5.1 About File Explorer and Windows Explorer Extensions

XenData6 Server software extends the capabilities of File Explorer on Windows Server 2012 R2
and Windows Explorer on Windows Server 2008 R2 and Windows 7 to provide the following
functionality.

Smart copy and paste for optimized file restores from tape
Flushing of files and folders

Pre-fetching of files and folders

History Explorer

Volume View

Enhanced properties

5.2 Smart Copy and Paste

The standard copy and paste operations available within File Explorer and Windows Explorer
restore files from a tape archive in an order which does not take into account the location of the files
on tape. When many files are being restored, this can cause considerable delays due to excessive
tape seek and tape cartridge swap operations. The XenData Smart Copy and Paste operations are
two alternative methods for restoring selected files from the archive in an optimized order which
minimizes total restore time.

To Restore Files using Smart Paste

Open File Explorer or Windows Explorer

Select and then right-click on the required files and folders
Select Copy

Select the location to paste the copied files and folders
Right-click and select XenData Smart Paste

agrwdPE

o cverciics TR
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To Restore Files using Smart Copy

1. Open File Explorer or Windows Explorer
2. Select, right-click and drag the selected files and folders to the required restore location

3. Unclick and then select XenData Smart Copy
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Copy Here
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Create Shortcuts Here

Cancel
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5.3 Flushing

Selected files and the contents of selected folders can be flushed from disk using the Explorer
Flush option. Flushing will only occur for files that have been successfully written to all designated
replica tapes. The Explorer Flush option overrides the disk retention rules defined in the XenData
Management Console. It does not cause flushing of the hidden resource fork files created by Apple

Mac OS X clients.

Note that with all flushing operations, the file remains in the Windows file system; the flush
operation causes the file to be removed from disk, but it is still visible and accessible to normal
applications from tape. The Windows offline attribute is set for all flushed files.

To Flush Files

1. Open File Explorer or Windows Explorer

2. Select and then right-click on the re
3. Select Flush

quired files and folders
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File Explorer and Windows Explorer may spontaneously read one of the flushed files after a flush
operation. If the disk retention rules, defined in the XenData Management Console, do not flush

immediately after a file is closed, this will result in this file being pre-fetched.

5.4 Pre-fetching

Selected files and the contents of selected folders can be pre-fetched from tape to disk cache using

the Explorer Prefetch option.

The Explorer Pre-fetch option overrides the disk retention rules defined in the XenData
Management Console. Pre-fetched files will not be automatically flushed unless read (in which case
the disk retention rules defined for the applicable File Group apply) or manually flushed using

Windows Explorer.

To Prefetch Files

1. Open File Explorer or Windows Explorer

2. Select and then right-click on the required files and folders
3. Select Prefetch
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File Explorer and Windows Explorer may spontaneously read one of the pre-fetched files after a
pre-fetch operation. If the disk retention rules, defined in the XenData Management Console, are
set to flush after a file is closed, this will result in this file being flushed.

Note that if an individual file is selected, a recall option is also available. This also pre-fetches the
selected file from tape to disk cache but additionally provides an on-screen display of any
applicable error messages.
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5.5 Volume View
Volume View is used to browse the contents of any tape Volume that the system knows about.

To Browse with Volume View using Windows Explorer
1. Open File Explorer or Windows Explorer

2. Select Volume View in the left navigational pane

3. Browse the Volume View

5.6 History Explorer

History Explorer is used to obtain the complete history and status of any file that the system knows
about. History Explorer lists all available versions of all files, all file instances and their media
locations, including deleted and renamed files. It allows retrieval of all file versions and instances
from disk or tape.

To Browse with History Explorer

1. Open File Explorer or Windows Explorer

2. Select History Explorer in the left navigational pane
3. Browse the archive file system

Deleted files are shown with a grayed icon:

BB x:\Archive 2\Venice0z -10O] x|
91\ J7 e - S¥-10 ~ History Explorer = X: = Archive 2 = Venice03 - l‘zjj | Search Venice03 l[i])
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+ = XenData (X:)
- ‘ History Exglorer 943MB_May_2008.avi 10/9/2011 7:47 PM 966,340 KB 00145BL5 14331552
ey X & 392MB_May_2006.avi 10/9/2011 7:47 FM 401,497 KE 00146BLS5 14188544
%)) SRECYCLE.BIN | 1_3_8GB-May_2006.avi 10/9/2011 7:47PM  1,452,833KB  00146BL5 11282848
+ |y _250320_
+ | Archive
=] . Archive 2
+ |y Venice0l
+ |y VeniceQ2

3 items

File properties may be launched by right-clicking on a file. The XenData tab will identify all file
versions and by clicking a version to highlight it and then clicking open or copy, that file version may
be opened or copied to another storage location.

To View the Versions of a File
1. Right click on the file

2. Select Properties

3. Select the XenData tab

All versions of the file will be shown. An example with three file versions is illustrated below.
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n 392MB_May_2006.avi Properties ﬂ

General XenData l

File generation i
File version 2
Mumber of fragments 1

Onlinefarchived (Barcode;00146EL5) Media map

Date modified | Size |
Thursday, January 03, 2008 12:39 PM 3921 MB
Thursday, January 03, 2008 12:39 PM 3921 MB
Thursday, January 03, 2008 12:39 PM 3921 MB

Open | Copy |

K. | Cancel | |

To Open an Old Version of a File or a Deleted File
1. View the file versions as described above.

2. Click on the required version of the file

3. Click Open

To Restore an Old Version of a File or a Deleted File

1. View the file versions as described above.

2. Click on the required version of the file

3. Click Copy

4. Use Windows Explorer to paste the file to the required storage location
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5.7 Enhanced Properties via XenData Tab

Enhanced properties are available for the logical drive managed by XenData6 Server software as
described below.

To Obtain Enhanced Properties

1. Open File Explorer or Windows Explorer

2. Right click on the logical drive letter under XenData control
3. Select Properties and then select the XenData tab
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The following properties are displayed.

Software version The installed version of XenData6 Server software.

Total managed slots/cartridges The total number of slots in attached tape libraries and tape
drives plus the number of managed offline cartridges.

Full cartridges The total number of full cartridges including finalized cartridges that are only
partially filled and offline cartridges.

Writable cartridges The number of writable cartridges, excluding blank cartridges and offline
cartridges.

Unwritable cartridges The number of non-writable cartridges including offline cartridges.
Blank cartridges The number of blank cartridges in attached tape libraries and tape drives.
Empty slots The number of empty slots in attached tape libraries and tape drives.

Offline cartridges The number of offline tape cartridges managed by the system.

Cache volume capacity The capacity of the magnetic disk volume under XenData control.
Cache volume free space The free space available on the magnetic disk volume under
XenData control.
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6.1

6.2

Chapter 6. Metadata Backup
Overview
The XenData Metadata Backup program deals with:

e File system metadata which is stored on the disk logical drive dedicated for use by the
XenData6 Server software.

e The XenData State File which contains cartridge information and the XenData Management
Console settings, including File Group and Volume Set configuration settings.

If the system has to be rebuilt, perhaps due to a RAID failure, the file system metadata may be
rebuilt on disk without using the XenData Metadata Backup program by using the Build Catalog,
Import Folder Structure and Import Data functions available from the XenData Management
Console. However, this can be a lengthy process for a system with a large number of Volumes.
Alternatively, by using the XenData Metadata Backup program, the system can be rebuilt more
rapidly.

The XenData Metadata Backup program speeds up the process of rebuilding the magnetic disk
logical drive by restoring the file system metadata and XenData state file to the condition they were
in at the time of the backup. This means that the Build Catalog and Import Folder Structure
functions need only be used for Volumes which have been written to since the latest backup.

Using the Program
6.2.1 Starting the Program
For Windows Server 2008 R2 and Windows 7:
Click Start
Click Programs (or All Programs)

Click XenData
Click XenData Metadata Backup

PwbNhE

For Windows Server 2012 R2:

1. Click on the Start button, located in the lower-left hand corner of the screen

2. Click the arrow @ near the lower-left corner of the Start screen.
3. Click on XenData Metadata Backup shown under the XenData category

6.2.2 Selecting Backup or Restore

The XenData Metadata Backup program performs two types of operation:

e Make backup - Make a backup of the metadata in the system in its current state. See
‘Making a Pre-defined backup’ or ‘Making a Custom Backup’ below.

e Restore from backup - Restore information from a backup file into the current
XenData logical drive. See ‘Restore from backup’ below.

Select the desired option and click Next to continue.
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¥enData Metadata Backup ; 4 x|

Backup or Restore
“'ou can back up XenData file system metadata and the XenData state file or restore
from previous backups.

‘What do you want to do?

% Make backup
{” Restore Fram backup

= Back I Mext = I Cancel Help

6.2.3 Making a Pre-defined Backup

The instructions in this section describe how to perform a backup using a pre-defined
backup type. The section Making a Custom Backup shows how to exert more control over
what is backed up (for example to exclude a temporary directory).

Having started the XenData Metadata Backup program and selected Make backup, click
Next.

XenData Metadata Backup Jab x|

What to Back Up
Select the scope of the backup

‘What do wou wank ko back up?

= Al metadata

Includes all of the metadata for the selected
#enData logical drive

& All metadata and XenData state Fils

Also backs up the ¥enData state file ko preserve
configuration information

£~ Let me choose what ko back up

< Back I Mext = I Cancel Help

There are two pre-defined backup types. All metadata will back up all of the file system
metadata, and All metadata and XenData state file will also include the XenData state
file.

1. Select All metadata or All metadata and XenData state file as appropriate.
2. Click Next to continue.
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(Note that the option Let me choose what to back up provides more control over what is
backed up than the two pre-defined backup types. For example, a folder only used for
temporary files may be excluded from the backup as the files it contains will not be
necessary again. See Making a Custom Backup for more information.)

XenData Metadata Backup x|

Source and Target
Werify the #enl ata logical diive to back up and zelect the target backup file.

Backup From:
B [
Backup ko:

I Ci\Example Directorylexample, xdd Browse I

< Back Mext = Zancel Help |

1. Verify the XenData logical drive to be backed up. Although XenData6 Server only
supports one XenData logical drive per system, you should verify that it has been
correctly detected as the source for the backup.

2. Specify the output path and file name. The output file name should be inserted in the
Backup to edit box. Click Browse to assist in specifying the path and filename.

3. Click Next to continue.

xenData Metadata Backup x|

Confirm Details
Check that the detailz of the proposed action are comect and then proceed,

Details of action ko be taken

Ackion: Backup

Source; il
Target: example, xdd
SCope: All metadata and state file

Click to proceed

< Back I Backup = I Cancel Help

The next page presents the details of the backup, and gives the option to go back and
correct if necessary.
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1. Verify the backup details.
2. Click Backup to perform the backup.

A progress dialog appears that shows the backup progress, as illustrated below.

x|

Backup progress 17 Files Processed

#11Test DireckaryiSub Direckoryitest 2ikest 2

Cancel

If the backup completed successfully, you will be presented with a confirmation page
saying Backup Complete. Click Finish to dismiss the dialog and exit the program.

6.2.4 Making a Custom Backup

The instructions in this section describe how to perform a backup with control over what is
included in the backup.

For example, a folder only used for temporary files may be excluded from the backup as
the files it contains will not be necessary again. It also allows the creation of a sub-backup.
This refers to creating a new backup file from an existing backup where the new backup
contains only selected folders from the existing backup file.

Open XenData Metadata Backup. Select Make backup and click Next on the starting page
as described in Backup and Restore.

XenData Metadata Backup x|

What to Back Up
Select the scope of the backup

WWhat do you want to back up?

" Al metadata

Includes all of the metadata For the selected
¥enData logical drive

£ all metadata and XenData state file

Also backs up the XenData state file to preserve
configuration information

' Let me choose what ko back up

= Back I Mext = I Cancel Help

The option Let me choose what to back up provides control over what file system
metadata gets backed up, and whether the XenData state file is included.

1. Select Let me choose what to back up.
2. Click Next to continue.
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®enData Metadata Backup 4 x|

Source and Target
“erify the #enD ata logical dive to back up and zelect the target backup file.

Backup From:
% Live System:

[+ <]
" Backup File:
I * xdd Browse |

Backup ko

| C:\Example Directoryexample.xdd Browse |

< Back I Mext = I Cancel Help

If a sub-backup of an existing backup file is being made, an already existing backup file
should be selected as the source. This cannot then be used as the target backup file. The
Browse buttons can be used to assist in specifying the filenames.

Although XenData6 Server only supports one XenData logical drive per system, you should
verify that it has been correctly detected as the source for the backup.

1. Select Live System or Backup File as appropriate.

2. Either verify the XenData logical drive to backup from or specify the backup file to use
as a source as appropriate

Specify the output file name.

Click Next to continue.

Pw

ZenData Metadata Backup |

Custom Backup
Select the directaries pou wizh to back up in the tree

- [#] Metadata

- [#] RECYCLER

- [ Test Directary

. E-[5ub Directary

N [
test 2
O test =
{ test 4
¢ #-[J5ub Directary 2
- [#] Test Directary 2

< Back I Mext = I Cancel Help

A folder which is to be included in the backup is marked with a black check mark, and one
which is to be ignored is left unchecked. A directory whose presence will be recorded but
for which no file system metadata will be saved is marked with a 'grayed out' check mark.
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Clicking on the "+" sign expands a subdirectory tree, and clicking on a "-" sign contracts it.
Selecting a folder in the tree, to include all of the files in it, causes all of its parent folders to
be selected as required to enable the selection to take place.

1. Select and deselect folders in the tree as appropriate to indicate what should be
backed up.
2. Click Finish to continue.

¥XenData Metadata Backup |

Confirm Details
Check. that the detail: of the proposed action are corect and then proceed.

Details of action to be taken

Action: Backup

Source; aih
Target: example. xdd
Scope: Custom

Click to procesd

< Back I Backup = I Cancel Help

This page presents the details of the backup, and gives the option to go back and correct if
necessary.

1. Verify the backup details.
2. Click Backup to perform the backup.

A progress dialog appears that shows the backup progress, as illustrated below.

]

Backup progress 17 Files Processed

®:\Test DirectorySub Directoryibest 2itest 2

Cancel

If the backup completed successfully, you will be presented with a confirmation page
saying Backup Complete. Click Finish to dismiss the dialog and exit the program.
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XenData Metadata Backup x|

Backup Complete

The backup has been completed

Click. Finish ko close

< Back I Finizh I Cancel Help

6.2.5 Restore from Backup

The instructions in this section describe how to restore a selection of the file system
metadata in a backup file onto a live system, and/or restoring the XenData state file.

Either start the XenData Metadata Backup program, select Restore from backup and click
Next on the starting page as described in Backup and Restore, or double click on a
XenData backup file (*.xdd) to enter the Restore from backup section.

¥enData Metadata Backup : x|

Source and Target

Chooze the backup file to restore from and verfy the XenD ata logical drive letter to
restare ba.

Restare from:

I i\ Example Directorytexample  xdd| Browwse |

Restare kto!
[ =

Restore options:

" Owverwrite existing metadata
" Preserve existing retadata
' psk before overwrite

= Back I Mext = I Cancel Help

If the restore section has been accessed from the start page, the Back button will be
enabled.

There are three restore options

e Overwrite existing metadata always writes metadata from the file into the XenData
logical drive, ignoring metadata already present.

e Preserve existing metadata will only write metadata for a particular file from the
backup if there is none already present on the XenData logical drive for that file.
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e Ask before overwrite will ask whether to overwrite existing metadata for each file
whose metadata already exists, providing options to overwrite all of a certain type (for
example, the metadata on the XenData logical drive is currently invalid).

Although XenData6 Server only supports one XenData logical drive per system, you should
verify that it has been correctly detected as the target for the restore. Use the file dialog
opened by clicking Browse to assist in specifying the filename of the source backup file.

1. Specify the input backup file to restore from, or verify that the correct filename has
been determined automatically.

2. Verify the XenData logical drive to restore to.

3. Select the desired restore option.

4. Click Next to continue.

ZenData Metadata Backup P x|

Select Files and Directories
Select the filez and directories vou want to restore.

=[] Metadata file 1%
- ] RECYCLER, File 24
=[] Test Directary Cfile 3%

El [ 5ub Directary [ file 43 |

_ - [#] 5ub Directary 2
- [] Test Directory 2

< Back I Mexk = I Cancel Help

A folder or file which is to be restored is marked with a black check mark, and one which is
to be ignored is left unchecked. A directory which needs to be traversed to reach checked
items, but which will not itself be included is marked with a 'grayed out' check mark. If a
directory is selected, the files within it are all selected by default, unless manually
deselected.

Clicking on the "+" sign expands a subdirectory tree, and clicking on a "-" sign contracts it.
Selecting a directory or file in the tree, in order to include it in the restore, causes all of its
parent directories to be selected as required to enable the selection to take place.

1. Select and deselect directories and files in the tree as appropriate to indicate what
should be restored.
2. Click Next to continue.
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¥enData Metadata Backup iR x|

Confirm Details
Check that the detailz of the propozed action are comect and then proceed.

Details of action ko be kaken

Ackion: Restare

SoUrce: example.xdd

Target: il

SCope! Cuskorm

Dietails: Ask before overwriting metadata

Click ko proceed

= Back I Restore = I Cancel Help

This page presents the details of the restore, and gives the option to go back and correct if

necessary.

1. Verify the restore details.
2. Click Restore to perform the restore.

A progress dialog will appear so that one can check that the restore is progressing:

Restore progress

X

17 Files Processed

%1\ Test Directorysub Directoryibesk Zikest 2

Zancel

Overwrite File?

Cwerwrike inconsistent metadata file?
wi$renDataCachet, . \test Z\file 24

Yes

Yes for Al Mo Mo Far All

If Ask before overwrite was specified in the first step, dialog boxes similar to the one
shown above may appear, asking if existing metadata should be overwritten, and giving a
category of file to consider - in this case where the original metadata is inconsistent. This
gives the option to deal with these cases on a file by file basis (yes/no) or to specify what
action should be taken for all files of this type (Yes for All/No for All), which prevent further
dialogs appearing.
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1. Click Yes or No to choose whether to overwrite the file system metadata for the current

file.
2. Click Yes for All or No for All to choose whether to overwrite the file system metadata

for all files in the same category.

Note: If the metadata on disk for a file is exactly the same as that in the backup file, no
overwrite dialog will be displayed, no change is necessary and the file will be silently
skipped.

If the restore completed successfully, you will be presented with a confirmation page
saying Restore Complete. Click Finish to dismiss the dialog and exit the program.

¥enData Metadata Backup : x|

Restore Complete

The restore has been completed

lick Finish to close

= Back I Finish I Zancel Help
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Chapter 7. Scheduler

7.1 Overview
The XenData Scheduler can be used to schedule the following task types:

e Metadata Backup This allows scheduling of full metadata backups including backup of the XenData
state file. It does not support scheduling of custom backups. Metadata backup and restore is
described in Chapter 6.

o Deferred Writing to Data Tape This defers writing of files to the primary tape cartridges of one or
more Volume Sets and then enables writing for a scheduled time period. It is useful for making tape
drives available only for restoring files during times of frequent restores. Note the scheduler does not
defer writing to replica tape cartridges; this must be configured as described in Section 3.2.7.

7.2 Using the Program

7.2.1 Starting the Program

For Windows Server 2008 R2 and Windows 7:
Click Start
Click Programs (or All Programs)

Click XenData
Click XenData Scheduler

PwNE

For Windows Server 2012 R2:

1. Click on the Start button, located in the lower-left hand corner of the screen

2. Click the arrow @ near the lower-left corner of the Start screen.
3. Click on XenData Scheduler shown under the XenData category

This launches the Scheduler status display.

7.2.2 To Add a Task

Start the Scheduler program and click on 'Add New Task' and then select the type of task from the
drop down menu as shown below.

‘Xen Data Scheduler S =1 E
Task Type | Task Mame | Skakus | Lask Run Time | Lask Run Status | Mexk Run Tirne | Expires | Recurrence
Add New Task x|
Select Tvpe of Task to add to Xen Data scheduler
| IMetadataBackup j
| £
Add New Taskl Edit Lelete |
QK I Cancel
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7.2.3 To Edit a Task

Start the XenData Scheduler
Select a Task from the list with Status ‘Idle
Click the Edit button

wnh e

7.2.4 To Delete a Task

Start the XenData Scheduler
Select a Task from the list with Status 'ldle
Click the Delete button

wn e

7.2.5 To Immediately Run a Task

Start the XenData Scheduler
Select a Task from the list with Status 'ldle
Click the Run Now button

wN e

7.2.6 To Immediately Stop a Task
1. Start the XenData Scheduler
2. Select a Task from the list with Status 'Running’
3. Click the Stop button

NOTE When a Metadata Backup Task is stopped by force (i.e. by using the Stop button) its
'‘Last Run Status' is set to 'FAIL" and no backup file is created.

7.3 About the Scheduler Status Display

An example of the Scheduler status display is shown below.

. ¥en Data Scheduler =1 S
Task Type | Task Mame | Skatus | Lask Run Time | Last Run Status | Mext Run Time | Expires | Recurrence |
MetadataBackup  Daily backup Idle == = 2013-03-29 20:00 - Daily
Deferredwwrite Update after hours Idle - - 2013-04-02 18:00 - Draily

4] »]

Add Mew Taskl Edit | Delete | R Mow | Stop |

The display columns are described below.
Task Type shows the task type.
Task Name shows the name given to this task. It is an optional parameter and it can be empty.

Status shows the current task status. The status can be:
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e Idle — The task is not running. In this state one can 'Edit', 'Run Now' or 'Delete’ the task

e Running — The task is running. In this state one can only 'Stop' the task

e Locked — The task is being edited by another user. The task remains locked until the
editing is completed.

Last Run Time This shows the most recent date and time when the task was run. '--' indicates
that the task was never run.

Last Run Status This shows the result of the last task run. The status can be:

e '--'—The task has not yet been run.
e OK —The task ran and finished successfully.
e FAIL — The task failed.
e Paused OK — The task was stopped before it finished.
Next Run Time This shows the date and time when the task will be run again. '--' indicates that

the task will not be run again.

Expires This shows the date and time when the task recurrence expires. After this date the task
will not be run again. '--' indicates that the task never expires.

Recurrence This shows the task recurrence setting. Recurrence can be:

e None - Task is only run once.
e Daily - Task is run once per day until it expires
o Weekly - Task is run once per week until it expires

e Monthly - Task is run once per month until it expires.
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7.4

Meatadata Backup Task . x|

How to Configure a Metadata Backup Task

An example of a Metadata Backup Task configuration is shown below.

—Recurrence ——————— Start
" None Izn 12-09-25 j |21: 56 :I
1+ Daily o
W iret
 Weskdy I Expire
¢ Monthly |1n1z4:|9-15 - |21:56 =
Task Mame
| Meta Diata Backup
Choose directory path for backups

I G:\MetadataBackup Browse |

[~ Delete previous badkups (all . xdd files in directory path)

Save I Cancel

7.5

Recurrence This shows the task recurrence setting. Recurrence can be:
e None - Task is only run once.
e Daily - Task is run once per day until it expires
e Weekly - Task is run once per week until it expires
e Monthly - Task is run once per month until it expires.

Expire This shows the date and time when the task recurrence expires. After this date, the task
will not be run again. '--' indicates that the task never expires.

Start This is used to set the date and time for the first run of the task.
Task Name This is used to set the task name. This is an optional parameter. It can be blank.

Chose directory path for backup This is used to define the folder location for the backup files.
Every time the task is run successfully, a backup file is created with name 'YYYYMMDDHM.xdd'".
For example 'f:\metabackup\201207251905.xdd'

Delete previous backups This option deletes all previous metadata backup files (i.e. all files that
end with .xdd) in the backup file folder location.

Save This saves the current configuration and returns to the scheduler status display.
Cancel This ignores all the changes and returns to the scheduler status display.
How to Configure a Deferred Write Task

An example of a Deferred Write Task configuration is shown below.
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Deferred Write Task - ]
Recurrence———— | Start Task Mame
{” MNone |2l312—0?—26 j ilg: 24 :I I My Daily deferred volume write
£+ Daily
: = =
 Weekly [¥ Expire ¥ Force stop task if it runs longer than
" Monthly
poizoso1 =] fisi2s = [ 30 minutes =]

Enabling Deferred Write for a Volume Set will delay writing to primary replica until the Volume Set is updated using a scheduled task.

Note that changing the deferred write status of a Volume Set from enabled to non-enabled will cause an immediate update.

~Volume Sets with Deferred Write Enabled ———————————— ~Volume Sets with Deferred Write Disabled
Volume Set Identity | Volume Set Name
4DFF9ES2-00000001 4DFF9ES2-00000001
J | 2]

Save I Cancel |

Recurrence This shows the task recurrence setting. Recurrence can be:

e None - Task is only run once.
e Daily - Task is run once per day until it expires
e Weekly - Task is run once per week until it expires

e Monthly - Task is run once per month until it expires.

Expire This shows the date and time when the task recurrence expires. After this date, the task
will not be run again. '--' indicates that the task never expires.

Start This is used to set the date and time for the first run of the task.
Task Name This is used to set the task name. This is an optional parameter. It can be blank.
Force stop task if it runs longer than This is used to set the maximum run time for the task.

Volume Sets with Deferred Write Enabled The list shows the Volume Sets for which deferred
writing to the primary tape has been enabled. Only the selected Volume Sets in the list are
controlled by this task (i.e. only the list items with a check as shown above). Note that at least one
Volume Set must be selected. To disable deferred writing for a Volume Set, click on the Volume
Set in the list and then click on the '--->' button.

Volume Sets with Deferred Write Disabled The list shows the Volume Sets for which deferred
writing has not been enabled. To enable deferred writing, click on the Volume Set in the list and
then click on the '<---' button.

Save This saves the current configuration and returns to the scheduler status display.

Cancel This ignores all the changes and returns to the scheduler status display.
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Chapter 8. System Recovery

8.1 System Rebuild from Tape

8.1.1 About File System Rebuild From Tape

The system provides a facility to entirely rebuild itself from tape, for example in the event of
a disk failure. This capability may be used after a XenData metadata restore using the
XenData Metadata Backup utility described in Chapter 6.

If an imported tape cartridge belongs to a Volume Set that has not previously been defined
on this particular server, the new Volume Set will be created and the tape cartridge will be
allocated to it automatically. Additionally, if the tape cartridge was written using LTFS or
was written using TAR and has been finalized, the tape catalog will be automatically copied
to the disk. However, the files present on the cartridge will not be visible in the file system
and available for restore until the Import Folder Structure or Import Data operation is
performed.

Selecting Import Folder Structure loads file and folder information (file system metadata)
into the system, making the entire file system visible to users, but it does not restore the
actual file data to disk, so any files that are subsequently read from the system will be
restored from tape at the time they are read. The Import Data option also loads file and
folder metadata but additionally, it loads file data into the system, in accordance with the
File Group rules and the Disk Retention Rules for written files.

8.1.2 To Rebuild a File System from Tape

1. Open the XenData Management Console.

2. Import the tape cartridges into the library or insert into a stand-alone tape drive. The
system automatically creates one or more Volume Sets containing the newly imported
cartridges. Additionally, if the cartridges were formatted with LTFS or are finalized TAR
formatted cartridges, their tape catalogs will be automatically copied to the disk.

3. At this step in the process, you may choose to use Import Folder Structure which will
make all the files on finalized tapes visible in the file system and available for restore.
The Import Folder Structure operation may be performed for individual Volumes, for
Volume Sets or for all Volume Sets by right clicking on the appropriate item in the left
pane of the XenData management Console and selecting Import Folder Structure.

4. If one or more of the tape cartridges was written using TAR and was not finalized,
select ‘Volume set configuration’ in the XenData Management Console. Right click and
select Build Missing Catalogs. (Note that this causes scanning of the non-finalized
tapes and may take several hours.)

XenData Management Console

File  Action View Help

e 2 0] NN 7
A ¥enData Management Console Mame
= Local {SX-10C) |£—_|'u'u:ulume_Set_nDt_repIicated
SRS R 2] Blank Media
% File group configuration E Quarantined Media
E . .
Cl Cartrid
=) M Build missing catalogs lE =aning artroges
4 Import folder structure
4 Importdata
.
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Following successful creation of all the Tape Catalogs, right click on ‘Volume set
configuration’ and select Import Folder Structure. This makes all the files visible in the
logical drive under XenData control and available for restore.

To cache files on disk, use the Import Data option which creates instances of files on the
disk under XenData control in accordance with the File Group rules and the Disk Retention
Rules for written files. (Note that this causes scanning of the tapes and may take several
hours.)

8.2 In Case of Hardware Failure

Occasionally, it may be necessary to temporarily disable one or more tape drives or libraries,
perhaps for preventive maintenance. XenData6 Server software allows the system administrator to
selectively disable hardware while the remainder of the system continues running.

8.2.1 To Disable a Tape Drive or Library

1. Open the XenData Management Console.
2. Navigate to the Diagnostics section
3. Right-click on the component and select 'Disable’.

¥enData Management Console

File Action Wiew Help

@ |2
* ZenData Management Consale
=1 B} Local (5%-10)

SRES S

Device |dertity

+ File group configuration Manufacturer 4
+ Yolume set configuration MD'.:IE| HIETEHE Ik
_ Diagrostics S.enal Numl:uer. . 1K 10023531
. Firmware Fewvizion 2981
= |I| Library O

[v Enable Drive

Dirive state Ready
All Tasks ¥ Current b ediurm Mone
Vit 9 Time since cleaned  Unknown
Data since cleaned 1954260 MEB
Help Last alert condition  Mone

8.2.2 To Re-enable a Tape Drive or Library

1. Open the XenData Management Console.
2. Navigate to the Diagnostics section
3. Right-click on the component and select 'Enable’
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8.2.3

File  Action ‘Miew Help

&= 27 H

XenData Management Console

* zenData Management Console
-1 =l -
= Local (5%-10) Device |dentiy
- =] s
+ File group configuration Hlerulzee: Uzt
+ Yolume set configuration lect] ULl 22 Ak
) ) d Serial Humber 1K1 0023581
= Diagnostics . ..
) Firmware Revizion 29E1
= |I| Library 0
=
=l DFWE [ Enable Drive
Swsh
Bl Srstem i asks » Drive state Disabled
; Current b edium MHone
Vi k . .
Time zince cleaned  Unknown
Help Data zince cleaned 1954260 MB
‘ Last alert conditian MHaone

Options In Case of Tape Library or Stand-Alone Drive Failure

In normal operation, XenData6 Server software writes files to tape immediately after they
have been written to disk cache.

When all cartridges in a Volume Set become full or unavailable, the system response to an
attempt to write additional files to the Volume Set depends on the Volume Set configuration
settings. All tapes in a Volume Set may become full or unavailable for a number of reasons:

use of stand-alone tape drives and the inserted tape or tapes have simply become full;
use of a tape library with insufficient blank tapes;

a failure of the tape drive or library hardware; or

a media error.

If the 'Write to disk if no writable media are available' option has been enabled and all tapes
in a Volume Set become full or unavailable, the system automatically enters the Pending
Write Mode and will accept more data. However, if the "Write to disk if no writable media
are available' option has not been enabled, the system will not accept any more data and
will report “disk full” when an attempt is made to write to the Volume Set.

When the system enters the ‘Pending Write Mode’, it defers writing to tape and continues
writing to disk. When free space within the Volume Set becomes available again, the
system automatically ‘catches up’ and writes the deferred files to tape. When the system is
in the Pending Write Mode, a comprehensive set of warning messages are sent to the
XenData Archive Event Log. These include notification of entering and leaving the Pending
Write Mode and warnings as disk space becomes exhausted. The XenData Alert Module
may be configured to provide notification via email and / or on-screen message of these
warning messages.
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9.1

9.2

Chapter 9. Diagnostics & Maintenance
XenData Event Log

Whenever XenData6 Server software encounters an unexpected error condition, it puts a message
in the Windows Event Log and generates a Trace Log file. In general, if the system is not behaving
as expected, the Event Log is the first place that a system administrator should look.

To Open the XenData Event Log

1. Right-click on "Computer"

2. Select Manage

3. Navigate to the XenData section of the Event Viewer in the Computer Management console, as
shown below.

Qtnmputer Management

Fille  Ackion Yiew Help
e el zajil ? Nios

i— Computer Management (Local)

Lewvel | Dake and Time Source EventID | TaskC...

-
= [t System Tools Information  10/7(2011 :31:31 AM HerDat.., 3125 MNore —
H (D) Task 5['_15‘1“"3' }Infarmation 10/7(2011 9:31:22 AM tenDat... 20015 Mone
= [ Event viewsr Information  10/7/2011 9:31:18 AM FerDat...  ZOOIS MNone
B ﬁ;;ﬁ:'&ﬁ Information  10/7/2011 9:30:15 AM HerDat... 3125 Neme
. . !Information 10/7/2011 2:25:16 AM senbat,.. Z0015  None
=] Applications and Services Logs
Z'—l Hardware Events (i} Information 1047{2011 9:23:53 AM senDat. ., 0015 NMone
i'—l Irkermet Explarer (i) Information 10/7{2011 9:20:45 AM senDat,,, 1 Mone
(] Key Management Service (i Infarmation 10§7/2011 9:18:32 AM #enDat... 0 MNone
:| Media Center i} Information 10/7/2011 9:08:14 AM wenlat,.. 1 Mone <
B - Microsoft Event 3125, XenData Archive Series x

;.—| ‘Windows PowerShell

General l Details l

3 Subs:
| Shared Fold
: i‘i_ Lo:;rUseors :;sd Groups Added a new volume to wolume set LTO-5 non-repl. The cartridges used far the new volurme are!
- ..‘?,‘ Performante Barcode:xX0007ELS,
g Device Manager
= (&5 Storage
== Disk Management
# i Services and Applications
Log Marne: HenData Archive
Source: HenData Archive Seties Logged: 1047/2011 9:31:31 AkA
EventID: 3125 Task Categony: Mone
Level: Information Keywards: Classic
User: SYETEM Cornputer: =-10
OpCode:
hore Information:  Ewent Log Online Help

XenData System Trace Log

It is sometimes useful to be able to see what is happening internally within the system. The System
Trace Log allows the system administrator to examine a trace of all actions performed by the
system.

9.2.1 To Open the Trace Log
1. Open the XenData Management Console.

2. Navigate to the Diagnostics section.
3. Click on the System icon to open the trace log in the right pane of the window.

Page 89



Administrator Guide: XenData6 Server V6.11

9.2.2

XenData Management Console !E
File Action “iew Help
a2 | %HE  E
LW erData Management Console 11:47:58.935 X: Archive[LTO-5 non-repl\Release Note XAS_V5_02.pdf, fragm « |
-1 ) Local (5¥-10) 11:47:58.936 System Archive[0/LTO-5 non-replfRelease Note XAS_V5h_02.pdi-0-0-1
SRESES 11:47:58.984 X Archive[LTO-5 non-repl\Scheduler crash 1.PNG, fragment 0
= [ File group configuration [11:47:58.984  System Archive[0/LTO-5 non-repl{Scheduler crash 1.PNG-0-0-1)
1 Love-res 11:47:59.023 X Archive[LTO-5 non-repl\Scheduler crash 2.PNG, fragment 0
[ Hi-res 11:47:59.023 System Archive[0/LTO-5 non-replfScheduler crash 2.PNG-0-0-1]
[ Al other files 11:47:59.061 X Archive[LTO-5 non-repl\Scheduler crash 3.PNG, fragment 0
= [F] volume set configuration  [11:47:59.061  System Archive[0/LTO-5 non-repl{Scheduler crash 3.PNG-0-0-1)
E LTO-5 replicated 11:48:00.206 X Access[LTO-5 non-repN392MB_May_2006.avi, gen. 0, ver. 1
] LT-5 non-repl 11:48:00.207 X: Access[LTO-5 non-repN943MB_May_2006.avi, gen. 0, ver. 1
#% Barcode:¥0007EL4 [11:48:00.208 X: Access[LTO-5 non-repAScheduler crash 1.PNG, gen. 0, ver.
+ Blank Media 11:48:00.208 X Access[LTO-b non-rep\Scheduler crash 2.PNG, gen. 0, ver.
Quarantined Media 11:48:00.208 X Access[LTO-5 non-repAScheduler crash 3.PNG, gen. 0, ver.
Cleaning Cartridges — [11:48:10.018 X: Access[LTO-5 non-reph943MB_May 2006.avi, gen. 0, ver. 1
= 2 Diagnostics 11:48:10.018 X Access[LTO-5 non-repAScheduler crash 1.PNG, gen. 0, ver.
= [ Library 0 11:48:10.019 X Access[LTO-5 non-repAScheduler crash 2.PNG, gen. 0, ver.
E] System 11:48:10.019 X Access[LTO-5 non-repAScheduler crash 3.PNG, gen. 0, ver.
11:48:16.115  Drive 040 Write —> SUCCEEDED [17319m3; 55796KB{sec]
11:48:16.116  Drive 0/0 Write 128 blocks at block number 18595712
11:48:16.140  Drive 040 YWrite —> SUCCEEDED ["24m5; 83KB/sec]
11:48:16.141  Drive 0/0 Write 1536 blocks at block number 18595840
11:48:16.178  Drive 0f0 Write —> SUCCEEDED [37m35; 19689KB/sec]
11:48:16.179  Drive 00 Write 128 blocks at block number 18597376
11:48:16.205 Drive 040 Write —> SUCCEEDED ["26mS; 1769KB{sec]
11:48:16.206  Drive 0/0 Write 256 blocks at block number 18597504
11:48:16.231  Drive 040 Write —> SUCCEEDED ["25mS; 3020KB{sec]
11:48:16.232 Drive 040 Write b12 blocks at block number 18597760
11:48:16.261  Drive 040 Write —> SUCCEEDED ["29mS; 6965KB{sec]
11:48:16.262 Drive 0/0 Write 512 blocks at block number 18598272
11:48:16.290  Drive 040 Write —> SUCCEEDED ["28mS; 721 4KB{sec]
11:48:16.291 Drive 00 Write 384 blocks at block number 18598784
11:48:16.319  Drive 040 Write —> SUCCEEDED ["28mS; 6625KB{sec]
11:49:20.178 Drive 0/0 Flushed data that was still cached after 60 seconds of inacti+
4] [v] ]« »

To Change the Level of Detail in the Trace Log

The trace log can generate a large amount of information, which can scroll past very
quickly. Right-clicking on the System icon reveals the "Configure" option, which brings up a
dialog box that allows configuration of the components to be traced and the level of detail of
the trace:
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9.3

9.2.3

& [=1ES
File  Action  Wiew Help
e il zal ? N
A HenData Management Conscle 09:50:49.114 System Began initialization of XenData Service version 6.01 dev [S »
- B Local (5%-10) 09:50:49.180 System Scanning for hardware...
SRES 09:50:49.206 System Found drive 0 [IBM ULT3580-HH4 89B1 1K10023248) at Por
+ File group corfiguration  109:50:49.229 System Found drive 1 [IBM ULT3580-HH4 89B1 1K10023581) at Por
+ Wolume set configuration | [09:50:49.308 System Found Library 0 [IBM 3573-TL 7.40 00X2U78H5890_LL0] at
+ m Library O DIDELUND
E] system _ DID7LUND
ak.
System  Request Hardware Filesystemn
Cancel
Trace v v [v v on succeeded
Intemal v v v v
Warring [+ [ [v [ slot 3 to drive 0
Errar W W rd = DED [30686mS)

007BL4

DED [2965mS]

t block number 0

ED [94m35; 10KB{sec]

[ Shaw dates in trace

09:51:23.845 Drive 0f0 FindLastBlock

09:52:39.012 Drive 040 FindLastBlock —> 15565568

09:52:39.016 System Check —> found file system 4E6661EB-00000001-4E8F295D
10:02:39.588 Drive 0/0 Dismount Barcode:X0007BLA4

10:03:56.406 Drive 00 Dismount —> SUCCEEDED [76809m5]

10:03:56.406 Changer 0 Move medium from drive 0 to slot 3

10:04:21.121 Changer 0 Move —» SUCCEEDED [24715m5]

10:32:36.786 X Restore[clipsiin use versions\Proxies\000318.mov.jpg, fragi
10:32:36.787 X Restore[clipsiin use versions\Proxies\000318.mov.jpg. fragi
10:32:36.787 X Restore(clipsiin use versions\Proxies\000318.mov.jpg. frag
10:32:36.788 X Restore(clipsiin use versions\Proxies\000318.mov.jpg. frag
10:32:36.788 X: Restore[clipsiin use versions\Proxies\000318.mov.jpg. fragi
10:32:36.789 X Restore[clipsiin use versions\Proxies\000318.mov.jpa. fragi
10:32:36.790 X Restore[clipsiin use versions\Proxies\000318.mov.jpg. fragi
10:32:36.790 X: Restore[clipsiin use versions\Proxies\000318.mov.jpq, fragi+
QR K S ettt o g

Automatic Generation of Trace Files

Whenever XenData6 Server software encounters an unexpected error condition, it puts a
message in the XenData Event Log and may generate a trace file. The trace file contains a
record of what the system was doing in the time preceding the error, and is especially
useful to assist XenData support personnel in determining the cause of a problem.

Trace files have the extension .xdt and are stored in the \XenDatal og folder of the system
boot drive. They are saved in a compressed format to make them easier to transmit by
email. A supplied utility (XDTraceViewer.exe) is required to open and read the contents of a
trace file.

To View Tape Drive and Library Diagnostic Information

XenData6 Server software provides diagnostic information about the hardware under its control,
and allows the system administrator to selectively disable hardware that may need attention. This
information can be found in the Diagnostics section of the XenData Management Console.

To Open the Hardware Diagnostics

1. Open the XenData Management Console.

2. Navigate to the Diagnostics section.

3. Click on a hardware component to display information about that component.
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XenData Management Console

File  Action Wiew Help

* #enData Management Console
2 Local (20033E-01)
£

~Device [dentity

I'fﬁ File group configuration mzzzlfacturel ggg\:m
j: ;?a'”:jsi;f””F'g“ra“”” | Serial Number 0001000365
ad 0201

| Firmware Revizion

Library 0

System W Enable Drive
Dirive state Meeds cleaning
Current Medium Maone
Time since cleaned 100 hours
Data zsince cleaned  Unknown
Last alert condition  None

9.4 Tape Drive Cleaning

9.4.1 About Tape Drive Cleaning

Most types of tape drive require periodic cleaning in order to maintain peak performance.
Normally, a drive will automatically issue a request for cleaning at the appropriate time and
in the case of drives within tape libraries, XenData6 Server software responds to these
requests by inserting a cleaning cartridge in the drive. In the case of stand-alone tape
drives or if no cleaning cartridge is available in a tape library, the system will put a message
in the Windows Event Log and in the XenData Management Console identifying that the

drive requires cleaning.

File

Action Wiew  Help
&= @ ®

A enData Management Console
Local (20035E-01)
=«

i~ Device Identity

| Firmware Revizsion

[ File group configuration ma;ulfacturel gg;jﬂﬂ

[ wolume set configuration [

B Diagnostics | Senial Number 0001000965
s 0201
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If required, the system administrator can manually clean a drive within a tape library as
follows:

9.4.2 To Manually Clean a Drive within a Library

Ensure that a cleaning cartridge has been imported into the library.
Open the XenData Management Console.

Navigate to the Diagnostics section.

Expand the Library icon and find the appropriate drive

Right-click on the drive and select 'Clean'

agkrwnPE

File  Action  Miew Help
& = |

r #enData Management Console
Local {20035E-013
SRR

i~ Device |dentity

{3 File group configuration m:;:lfacturer gg;\:m
: ;?;“g::;i“’”ﬂg“ra“°” | Serial Number 0001000865

| Firmware Fievision 020

Syste ¥ Enable Drive

Disable

Dirive state Feady
Current Medium Mone
Time since cleared 0 hours
Data since cleaned  Unknown
Last alert condition  Mone

9.5 Tape Cartridge Alert State
9.5.1 About the Tape Cartridge Alert State

Certain error conditions, such as media errors, leave the affected tape (or, in the case of
replicated tapes, the affected Volume) in an "Alert" state. The system does this to protect
data by ensuring that it will not attempt to write to tape cartridges that have problems
associated with them. When such an error occurs, the system also puts a message in the
event log. After consideration of the error message in the event log, the system
administrator may decide that it is appropriate to ignore the error and continue to use the
affected tape(s). The system provides a mechanism to reset the alert state, as follows:

9.5.2 To Clear the Alert State for a Tape

1. Open the XenData Management Console

2. Select the tape in the XenData Management Console

3. Right click on the tape and select Reset alert. Note that the Reset Alert option is only
available for tapes that are in the "Alert" state.
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File Action WView Help

XenData Management Console

o e e PRl 7 Mas

A ¥enData Management Console el | I dentity I
=l Local (5X-10)
==X Medium identity Barcode: 00146815
[+ I' ] File group configuration . .
\.-'olume set configuration Location Standalone drive 0
LTO-5 replicated Mount cycles 171
LTO-5 non-repl Last alert 10/3/2011 5:04:53 PM
= 4E3AZBDD-00000003 Alert condition detected for cartridge 00146BLS [diive 0
- = [SCSI tape HP Ultrium 5-SCS1 HU1041 D1YA]): media
Blank M Reset alert statistics have been lost at some time in the past. This
Write protect can be cauzed by powering down a diive with media
Quaran Export loaded.
Cleanirn
D|agnost|cs Reformat BO3GE free out of 1508GE)
Finalize e
Verify
Rebuild catalog ] wfafzl ez |
Import folder structure
Import data
Repack
Volume Statistics
All Tasks
View
Rename
Refresh
Help

Ewport | Reformat |

In some cases, it may not be possible to reset the alert state because of the severity of the
original error condition. In these cases, files written to the tape cartridge prior to the error

condition will still be readable.

However, additional files cannot be written to the Volume and a new Volume must be
added to the Volume Set to allow writing of additional files.
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Chapter 10. Reports

10.1 About the Report Generator

10.2

10.3

The report generator provides reports for an archive running XenData6 Server software. Available
reports are:

File Search This report lists files that match a search term and identifies the tape cartridges on
which they are stored.

Recoverable Space This report lists the amount of space that can be recovered from a Volume
using a Repack operation.

Tape Cartridge Contents This displays the files stored on a selected tape cartridge.
Unarchived Files This report displays files that are not written to tape as defined by the current
File Group rules.

Volume Contents This displays the files stored on a selected Volume.

Reports may be saved in a number of different formats, including as a text file that may be imported
into Microsoft Excel.

Starting the Report Generator

To start the XenData Report Generator

For Windows Server 2008 R2 and Windows 7:

PonpE

Click Start

Click Programs

Click XenData

Click XenData Report Generator

For Windows Server 2012 R2:

1.

2.
3.

Click on the Start button, located in the lower-left hand corner of the screen

Click the arrow @ near the lower-left corner of the Start screen.
Click on XenData Report Generator shown under the XenData category

Creating, Saving and Restoring Reports

10.3.1 To Create a Report

Start the Report Generator program and from the initial page, select File and then New as
shown below.

ReportGenerator
File Miew Help
i}

ey ChrlM
CIpen. .. kel
Prink Setup...

1 Ar220 brBmcm ireeeek ~=F YRS

Then select the required report type from the drop down menu as shown below.
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XenData Report Generator

Select a Report Type File Search j
File Search

Tape Cartridge Contents
UnArchived Files
Volume Contents

Select Volume Set

Please refer to the applicable section below for instructions on the selected report type.
10.3.2 To Save a Report

A report can be saved in three different formats: Report Generator format (.XRG), tab
delimited plain text (.txt) or XML. The XRG format is the only format which can be displayed
by the Report Generator. The text format is useful for exporting the results to Microsoft Excel.

To save a report, select 'File' and then 'Save As' as shown below.

Elﬁ Edit “iew Window Help

T New Ctrl+
Cpen... Ctrl+0
Cloze

7N

|
1

Cartridge Contents
15A

Print... Ctrl+P
Print Setup...

nin in 1 7|

Frecent Fie

Exit

Then browse to the required location, select the file name and format and then click 'Save'.
10.3.3  To Display a Saved Report
The Report Generator will display reports saved in the XRG format only.

Start the Report Generator program and from the initial page, select 'File' and then 'Open' as
shown below.
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XenData Report Generator - Reportl

File Edit WView Window Help

Mew Ctrl-+H4 |§ -rE) h’?

Open...

Close
Save Cirl+5
Save As...

Print... Cirl+f
Print Setup...

Fecent: Eie

Exit

Then browse to the location of the saved report, select the required XRG file and open it.

10.4  File Search Reports

10.4.1 To Run a File Search Report

XenData Report Generator ﬂ

Select a Report Type

Select Wolume Sek I.ﬁ.ll Yolume Sets j
Select Filker I All Files j
—Search
Type I File Mame Text Search j

Search Term

I*

et Reparkt Close

The File Search Report lists files archived to tape that match a search term and identifies the
tape cartridges on which they are stored. The search may be limited to one selected Volume
Set or may include all Volume Sets. The displayed report can be filtered to show one of the
following:

e All Files This displays all files on tape including deleted files, old versions of files and
renamed files.
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e Only Current Files This displays only the current files. These are files that can be
accessed via the archive file system interface and excludes deleted files, old versions
of files and renamed files.

e Only Deleted Files This displays only deleted files.

You can search for a file name with specified text or by using a Regular Expression. When
File Name Text Search is chosen, the search option supports wildcards.

Having selected the Volume Set, the filtering options and search type and term, click Get
Report.

Note: A File Search Report will search only in the Volumes that have a tape contents catalog
file cached on the system. Volumes created with versions of XenData Archive Series
software prior to 4.50 do not automatically have tape catalogs. Also, tapes that have not been
finalized and have been imported from another archive system will not automatically have
tape catalogs.

Interpret a File Search Report

An example of a File Search Report is shown below.

e
5 Fle Edit View Window Help == x|

NN= =] & 7K

=

Report Type: FileSearch

Volume Set: All Volume Sets

Showing: All Files

Search Type: File Name Text

Search Term: venice

_—_-_

- NeniceMenice1/943MB_May_2006 avi Barcode X0015A 0 Current

2 NeniceVenice1/1_3_8GB-May_2006.avi Barcode:X0015A 0 1 Current

3 NeniceMenice1/392MB_May_2006.avi Barcode:X0015A 0 1 Current

4 NeniceVenice2/1_3_8GB-May_2006.avi Barcode:X0015A 0 1 Current

5 NeniceMenice2/392MB_May_2006.avi Barcode:X0015A 0 1 Current

6 Nenice/Menice2/943MB_May_2006.avi Barcode:X0015A 0 1 Current

7 NeniceVenice3/943MB_May_2006.avi Barcode:X0015A 0 1 Deleted

8 NeniceMenice3/1_3 8GB-May 2006.avi Barcode X0015A 0 1 Deleted

9 NeniceMenice3/392MB_May 2006 avi Barcode X0015A 0 1 Deleted

10 |/VMeniceVenice4/1_3 8GB-May_ 2006 avi Barcode X0015A 0 1 Overwritten

11 | MeniceVenice4/392MB_May_2006.avi Barcode X0015A 0 1 Overwritten

12 | MeniceVenice4/943MB_May_2006.avi Barcode X0015A 0 1 Overwritten

13 | MeniceNenice4/943MB_May_2006.avi Barcode X0015A 0 2 Current

14 | WeniceVeniced/1_3_8GB-May_2006.avi Barcode:X0015A 0 2 Current

15 | VMeniceenice4/392MB_May_2006.avi Barcode:X0015A 0 2 Current

16 | VeniceVenice10/1_3_8GB-May_2006.avi Barcode:00147BLS 0 1 Current

17 | MeniceVenice10/392MB_May_2006.avi Barcode:00147BLS 0 1 Current

12 MNaniraManira1NiOATIMR Mav 2N0R owi Rarrnda-NN1A7RI F n 4 Currant

The File Search Report lists files archived to tape that match the specified search criteria.
The display columns are described below.

No. This is the number of the file in the display sorted by either date or file name, as defined
by the Sort by selection.

File Name This is the file name including full path from the root of the archive logical drive
letter.
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Generation When a file of a given name and path is first created, it is termed generation 0.
Every time the file is deleted or renamed and then a new file of the same name is created,
the system increments the generation number. Note that each time the generation number is
incremented, the version sequence starts again, with version 1 of the new file being the first
that contains data.

Version If a file is updated with a newer version by overwriting or appending, the XenData
software assigns a new version number. A file's version number increases by one every time
it has data written to it. Note that the version number does not increase for every individual
write operation, just for every file open that is followed by a write. Version 0 of a file never
contains any data; the first time an application writes to the file, the version number is
incremented to 1.
File Size The size of the file is shown in bytes. When a fragmented file spans more than one
tape or Volume, this column displays the file size stored on the selected tape or Volume
followed by the total size of the file in bytes.
Barcode This is the name/barcode of the tape(s) where the file is archived.
Status The status of the file is displayed as either 'Current’, 'Renamed', 'Deleted’ or
‘Overwritten'.
10.5 Recoverable Space Reports
10.5.1 To Run a Recoverable Space Report

Start the Report Generator; select ‘File’ and ‘New’. Then select the following:

e ‘Recoverable Space’ as the report type
‘All Volumes’ or a specific Volume
e Sort By either ‘Volume Label’ or ‘Recoverable Space’

This is illustrated below.

XenData Report Generator

Select a Report Type

Select Volume |P.II Wolumes Ll
Sork By IVolume Label 'l

Get Report I Close

Then click ‘Get Report’
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10.5.2 Interpret a Recoverable Space Report

An example of a Recoverable Space Report is shown below. It is especially useful for
identifying the amount of space that can be recovered using a Repack operation which
recovers tape space used by deleted files and old versions of files. It is described in Section

3.3.15.
-l
) Fle Edit Vew Window Help =181x|

DEE =e(aw |

Report Type: Recoverable Space
Volume: All Volumes
Sorted by: Volume Label

4E1C0743-00000001-

1 4EET2290 Barcode:RW0003L4 ‘ 2042052608 835984080896 64012288
AE1C0743-00000003- | Barcode:000022L |
2 4FACDB28 Barcode LTO0007BL 2629808128 450833104896 10649600

The display columns are explained below.

No. This is the report line number.

Volume Label This is the Volume Label for the tape cartridge.

Barcode This is the name/barcode of the tapes in the Volume.

Used Space (bytes) This is the used space for the Volume.

Available Space (bytes) This is the available free space for the Volume.

Recoverable Space (bytes) This gives the number of bytes recoverable from the Volume
using a repack operation.

10.6 Tape Cartridge Contents Reports

10.6.1 To Run a Tape Cartridge Contents Report

XenData Report Generator E
Select a Repark Type ape Cartridge Conterits

Select Tape IBarcode:DDDDlZLl j
Select Filter I All Files j

Search

Sart by

T Mo Search v

L I J I Date vl

File Mame with Text:

Get Report Close
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The Tape Cartridge Contents Report lists the contents of the selected tape. The displayed

report can be filtered to show one of the following:

e All Files This displays all files on the tape including deleted files, old versions of files
and renamed files.

e Only Current Files This displays only the current files. These are files that can be
accessed via the archive file system interface and excludes deleted files, old versions
of files and renamed files.

e Only Deleted Files This displays only deleted files.

You can further filter the results by using a search type other than No Search. File Name
Text Search or Regular Expression Search are available search options which will filter the
displayed results. When File Name Text Search is chosen, the search option supports
wildcards.

Having selected the tape and the filtering options, select the Sort by option and then click

Get Report.

Note: A Tape Cartridge Contents Report will search only in the Volumes that have a tape

contents catalog file cached on the system. Volumes created with versions of XenData
Archive Series software prior to 4.50 do not automatically have tape catalogs. Also tapes that
have not been finalized and have been imported from another archive system will not
automatically have tape catalogs.

10.6.2

Interpret a Tape Cartridge Contents Report

An example of a Tape Cartridge Contents Report is shown below.

W=
5 File | Edit View Window Help =
== &g %N

Report Type: Tape Cartridge Contents
Tape: Barcode:X0015A

Showing: All Files

Search Type: None

Sorted by: Date

1 | MNenice/Venice1/943MB_May 2006.avi 0 1 989,532,160 Nov 26 2011 13:51 | Current
2 | NeniceVenice1/1_3 8CB-May 2006 .avi 0 1 1,487,700,480 Nov 26 2011 13:51 | Current
3 | Nenice/Venice1/392MB_May_2006.avi 0 1 411,132,928 Nov 26 2011 13:51 | Current
4 | NeniceVenice2/1_3_8GB-May_2006.avi 0 1 1,487,700,480 Nov 26 2011 13:53 | Current
5 | VeniceMVenice2/392MB_May_2006 avi 0 1 411,132,928 Nov 26 2011 13:53 | Current
6 | NeniceVenice2/943MB_May 2006 .avi 0 1 989,532,160 Nov 26 2011 13:53 | Current
7 | NeniceVenice3/043MB_May 2006 .avi 0 1 989,532,160 Nov 26 2011 13:55 | Deleted
& | NeniceVenice3/1_3_8GB-May_2006.avi 0 1 1,487,700,480 Nov 26 2011 13:55 | Deleted
9 | Nenice/Venice3/392MB_May_2006.avi 0 1 411,132,928 Nov 26 2011 13:55 | Deleted
10 | WeniceVenice4/1_3_8GB-May_2006 avi 0 1 1,487,700,480 Nov 26 2011 13:55 | Overwritten
11 | Menice/Venice4/392MB_May_ 2006.avi 0 1 411,132,928 Nov 26 2011 13:55 | Overwritten
12 | Menice/Venice4/943MB_May 2006.avi 0 1 989,532,160 Nov 26 2011 13:55 | Overwritten
13 | Menice/Venice4/943MB_May_2006.avi 0 2 989,532,160 Nov 26 2011 13:56 | Current
14 | MeniceMVeniced/1_3_8GB-May_2006.avi 0 2 1,487,700,480 Nov 26 2011 13:596 | Current
15 | Wenice/Venice4/392MB_May_2006 avi 0 2 411,132,928 Nov 26 2011 13:56 | Current
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The Tape Cartridge Contents Report lists the contents of the selected tape. The display
columns are described below.

No. This is the number of the file in the display sorted by either date or file name, as defined
by the Sort by selection.

File Name This is the file name including full path from the root of the archive logical drive
letter.

Generation When a file of a given name and path is first created, it is termed generation 0.
Every time the file is deleted or renamed and then a new file of the same name is created,
the system increments the generation number. Note that each time the generation number is
incremented, the version sequence starts again, with version 1 of the new file being the first
that contains data.

Version If a file is updated with a newer version by overwriting or appending, the XenData
software assigns a new version number. A file's version number increases by one every time
it has data written to it. Note that the version number does not increase for every individual
write operation, just for every file open that is followed by a write. Version 0 of a file never
contains any data; the first time an application writes to the file, the version number is
incremented to 1.

File Size The size of the file is shown in bytes. When a fragmented file spans more than one
tape or Volume, this column displays the file size stored on the selected tape or Volume
followed by the total size of the file in bytes.

Date Archived Displays the date and time the file is archived.

Type The status of the file is displayed as either 'Current, 'Renamed’, 'Deleted' or
‘Overwritten’.

10.7 UnArchived Files Reports

10.7.1  To Run an UnArchived Files Report

XenData Report Generator il

L

Select a Report Type IUnArchived Files

Select Folder I Browse |

~Search
Sart by
Type INo Search j IDate j
Search Term
|

Get Report I Close
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The UnArchived Files Report lists all the files which are not fully archived to tape that should
have been written to tape using the current File Group rules. Select the folder to be searched.
Note that all sub-folders will be included in the search.

You can search for a file name with specified text or by using a Regular Expression. When
File Name Text Search is chosen, the search option supports wildcards.

Having selected the folder and any search option, select the Sort by option and then click
Get Report.

10.7.2  Interpret an UnArchived Files Report

An example of an UnArchived Files Report is shown below.

XenData Report Generator - [Reporti] i ' = E 5'
®.] Fle Edit View Window Help & x|
|ID=d|+E2R&2 W |

Report Type: UnArchived Files Report

Search in Folder: X:\newtest

Search Type: None

Sorted by: Date

) . 1 Barcode:000033L Not Archived

! fnewtest/001 dat 0 ! 2 Barcod=:000102L Archived

T L e e

. . 1 Barcode:000033L Not Archived

3 fnewtest/003 dat 0 ! 2 Barcode:000102L Archived
T L e e
, ., 1 Barcode:000033L Not Archived

3 fnewtest/003 dat 0 ! 2 Barcode:000102L Archived
o e o L e e
, ) 1 Barcode:000033L Not Archived

7 fnewtest/007 dat 0 ! 2 Barcode:000102L Archived
T L e e
1 Rarcod=-000033T Not Archived

The UnArchived Files Report lists all the files which are not fully archived to tape that should
have been written to tape using the current File Group rules. The display columns are
described below.

No. This is the number of the file in the display sorted by either date or file name, as defined
by the Sort by selection.

File Name This is the file name including full path from the root of the archive logical drive
letter.

Generation When a file of a given name and path is first created, it is termed generation 0.
Every time the file is deleted or renamed and then a new file of the same name is created,
the system increments the generation number. Note that each time the generation number is
incremented, the version sequence starts again, with version 1 of the new file being the first
that contains data.

Version If a file is updated with a newer version by overwriting or appending, the XenData
software assigns a new version number. A file's version number increases by one every time
it has data written to it. Note that the version number does not increase for every individual

Page 103



Administrator Guide: XenData6 Server V6.11

write operation, just for every file open that is followed by a write. Version 0 of a file never
contains any data; the first time an application writes to the file, the version number is
incremented to 1.

Replica This column identifies when a file has a File Group rule that indicates it should have
been saved to a replicated Volume Set. When a file should not be saved to a replicated
Volume Set, the entry in this column is left blank.

Barcode This is the barcode of the tape cartridge on which the file can be archived. This
column is left blank when barcode is not available.

Status An archived file is listed in this report only when one or more of the replicas are not
archived properly. The status of the file instance is displayed as one of the following:

Not Archived: The file is not archived on tape.

Partially Archived: The file is not fully archived.

Unverified Archived: The file may or may not be archived correctly.

Archived: This instance of the file is archived correctly. (You will see this displayed
when at least one other instance of the file is not archived correctly to a replica tape.)

10.8 Volume Contents Reports

10.8.1  To Run a Volume Contents Report

&enData Report Generator E |

Select a Report Type I'-.-'I:nlume Contents j

Select Yolume

Select Filter all files j
Filker
Type I Mo Search j Sark by

I Date j

Search Term

et Report Close

The Volume Contents Report lists the contents of the selected Volume. The displayed report
can be filtered to show one of the following:

e All Files This displays all files on the Volume including deleted files, old versions of
files and renamed files.

e Only Current Files This displays only the current files. These are files that can be
accessed via the archive file system interface and excludes deleted files, old versions
of files and renamed files.

e Only Deleted Files This displays only deleted files.
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You can further filter the results by using a search type other than No Search. File Name
Text Search or Regular Expression Search are available search options which will filter the
displayed results. When File Name Text Search is chosen, the search option supports
wildcards.

Having selected the Volume and the filtering options, select the Sort by option and then click
Get Report.

Note: A Volume Contents Report will search only in Volumes that have a tape contents
catalog file cached on the system. Volumes created with versions of XenData Archive Series
software prior to 4.50 do not automatically have tape catalogs. Also, tapes that have not been
finalized and have been imported from another archive system will not automatically have
tape catalogs.

10.8.2 Interpret a Volume Contents Report

An example of a Volume Contents Report is shown below.

ol
5 File Edit View Window Help == x]
D=l g %8

Report Type: Volume Contents
Volume: 4EBDB774-00000000-4ED195F4
Showing: All Files

Search Type: None

Sorted by: Date

1 | NVeniceNMenice10/1_3_8GB-May_2006.avi |0 1 1,487,700,480 Mov 26 2011 17:44 | Current
2 | NeniceVenice10/392MB_May_2006.avi 0 1 411,132 928 Mov 26 2011 17:44 | Current | —
3 | NMeniceVenice10/943MB_May_2006.avi 0 1 989,532 160 Mov 26 2011 17:44 | Current
4 | /Data/test/0001.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current
5 |/Data/test/0002.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current
6 |/Data/test/0003.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current
7 | /Data/test/0004.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current
§ |/Data/test/0005.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current
9 | /Data/test/0006.dat 0 1 104,857,600 Nov 26 2011 17:54 | Current | =]

[=]
=1
=
m

The Volume Contents Report lists the contents of the selected Volume. The display columns
are described below.

No. This is the number of the file in the display sorted by either date or file name, as defined
by the Sort by selection.

File Name This is the file name including full path from the root of the archive logical drive
letter.

Generation When a file of a given name and path is first created, it is termed generation 0.
Every time the file is deleted or renamed and then a new file of the same name is created,
the system increments the generation number. Note that each time the generation number is
incremented, the version sequence starts again, with version 1 of the new file being the first
that contains data.
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Version If a file is updated with a newer version by overwriting or appending, the XenData
software assigns a new version number. A file's version number increases by one every time
it has data written to it. Note that the version number does not increase for every individual
write operation, just for every file open that is followed by a write. Version 0 of a file never
contains any data; the first time an application writes to the file, the version number is
incremented to 1.

File Size The size of the file is shown in bytes. When a fragmented file spans more than one
tape or Volume, this column displays the file size stored on the selected tape or Volume
followed by the total size of the file in bytes.

Date Archived Displays the date and time the file is archived.

Type The status of the file is displayed as either 'Current’, 'Renamed’, 'Deleted' or
‘Overwritten'.
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Chapter 11. Glossary

Terms used in this manual and other XenData documentation are described in this section.

Activation Code An Activation Code is required to run XenData6 Server software and this enables the
chosen library and drive configuration.

Alternate Data Streams Additional data streams that can be associated with a file name. Also called
‘Named Streams’ and ‘NTFS Streams’.

APl An acronym for 'Application Program Interface’. Most installations of XenData Archive Series
software do not use the XenData APIl. However, a software development kit is available to developers
that allows them to use the XenData API to tightly integrate their application with XenData6 Server
software.

AppleDouble File A term used by Apple to describe how files may be written to a non-Apple SMB
network share. In addition to the main file, a small file containing file attributes is also written. The main
file is termed the ‘data fork’ and the file with attribute data is termed the ‘resource fork’. The resource fork
file name is pre-pended with the characters ‘. .

Archive Series Software XenData6 Server software is the sixth generation of XenData’'s Archive Series.

Autoloader A term for a tape library which has only one tape drive and cannot be expanded to include
more.

Blank Media Set The set of tapes shown in the XenData Management Console which consist of new
(unused) tapes or rewritable tapes that have been reformatted by the system administrator.

CIFS An acronym for 'Common Internet File System', a term promoted by Microsoft. It is the standard
protocol used by Windows computers to communicate on a network. It is based on the SMB (Server
Message Block) network protocol. Apple OS X documentation often refers to the CIFS/SMB network
protocol, simply as ‘SMB'.

Disk Cache In XenData documentation, the magnetic or solid state disk volume under XenData control is
often referred to as the disk cache.

Dynamic Disks From Windows 2000 on, Microsoft introduced the option to configure magnetic disk
storage as either Dynamic Disks or Basic Disks. The magnetic disk logical drive that is managed by
XenData6 Server software should be configured as a Dynamic Disk except when implementing a
clustered server arrangement.

File Fragmentation The way in which computer systems break large files into smaller, more manageable
units for transfer to or from storage devices. Enabling file fragmentation for a File Group allows partial
reading of large files and tape cartridge spanning.

File Group A File Group is a collection of files that have the same XenData file management policy and
consequently are all treated in the same way by the system. Every file that is handled by the system
belongs to exactly one File Group. Files are assigned to a File Group on the basis of their names. This
assignment can be based on the name of the folder that contains a file, the name of the file or both. When
the 'Save files to tape' option is enabled for a File Group, all files in that File Group will be saved to a
designated Volume Set.

Finalizing Finalizing a tape cartridge written with the TAR format results in special tape marks being
written to the tape that prevent additional data files or file fragments being written to that tape.
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Flush Files are flushed from a storage device when they are deleted to free space. XenData6 Server
software can be configured to automatically flush files from disk, once they are securely stored on tape.
After flushing, the file is still present in the same location in the file system and is available from tape.

FTP An acronym for 'File Transfer Protocol'. FTP is a protocol commonly used to copy files between two
computers on the Internet. Both computers must support their respective FTP roles - one must be an FTP
client and the other an FTP server.

Generation When a file of a given name and path is first created, it is termed generation 0. Every time
the file is deleted or renamed and then a new file of the same name is created, the system increments the
generation number. Note that each time the generation number is incremented, the version sequence
starts again, with version 1 of the new file being the first that contains data.

History Explorer This is enhanced functionality provided within Windows Explorer that is used to obtain
the complete history and status of any file which the system knows about. It can list all available versions
of all files, including deleted and renamed files. It allows retrieval of all file versions from magnetic disk or
tape.

HSM An acronym for 'Hierarchical Storage Management'. XenData6 Server software supports three main
levels of storage hierarchy:

e Online with one instance of a file on the magnetic disk under XenData control and, in addition, there
may be one or more instances on tape. In this case the file will be retrieved from disk when it is read.

e Near-line with at least one instance of a file on tape within a tape library or tape drive and no instance
on magnetic disk. Often the file will be written to more than one tape cartridge using XenData's
automatic tape cartridge replication capabilities.

e Offline with no instance on magnetic disk and one or more instances of a file on tape, all of which
have been exported from the tape libraries and ejected from stand-alone drives. In this case, the file
cannot be read until it is put back into a library or a stand-alone tape drive.

LTFS An acronym for ‘Linear Tape File System’. It is a popular format that defines how file data and file
system metadata are written to tape media. It is supported by LTO-5 and later generations of LTO drives.

LTO An acronym for 'Linear Tape Open', the most popular mid-range tape format which is also known as
Ultrium.

MMC An acronym for 'Microsoft Management Console', which is an extensible common presentation
service for management applications. MMC can be used to create, save, and open administrative tools
that manage the hardware, software and network components of a Windows system. The XenData
Management Console is an example of such a tool.

Named Streams See Alternate Data Streams
Near-line See HSM

NTFS Microsoft's advanced file system used to store and manage files on a storage medium. It is the
preferred Windows file system when storing files on magnetic disk.

NTFS Streams See Alternate Data Streams

Offline See HSM

Offline File Attribute XenData6 Server software uses the standard Windows offline file attribute to
identify files that are no longer online on magnetic disk storage. After a file has been successfully written
to tape and is no longer on magnetic disk, the offline attribute is set. This Microsoft file attribute changes

network timeout periods to allow retrieval of files from storage media with long access times.

Online See HSM
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Petabyte One thousand (or 1024) terabytes. It is abbreviated to PB.

Primary Tape When new files are written to a Volume Set, they are first written to the cartridge that is
designated as the Primary. For any given Volume Set, the system may change the physical cartridge that
is designated as the Primary. This occurs, for example, when a Primary Cartridge is exported and
replaced with one of its replicas. The Primary Cartridge is identified within the XenData Management
Console.

Quarantined Media Set This is a set of cartridges shown in the XenData Management Console
containing tape cartridges that have been imported into the library but for some reason cannot currently
be used by the system. Typically, this will be because a cartridge has previously been used by a different
application (such as a backup application) or because the tape was repacked using XenData6 Server
software.

RAID An acronym for 'Redundant Array of Independent Disks'.
RAM An acronym for 'Random Access Memory'.

Repack Repack is a XenData operation which recovers tape space used by deleted files and old versions
of files. The operation may be performed only on Volumes that are not writable, such as are full, finalized
and write-protected Volumes.

SAIT An acronym for 'Super Advanced Intelligent Tape', a legacy mid-range tape format developed by
Sony.

SMB See CIFS
Stand-alone Tape Drive Data tape drive that is not internal to a tape library.

Tape Alert Tape drives and other hardware employ a mechanism called Tape Alert to send maintenance
information to external devices. XenData6 software periodically monitors Tape Alert information and
informs the user or takes other appropriate action where necessary.

Tape Catalog A Tape Catalog contains an index of the contents of a specific Volume. In XenData
documentation, it is termed either a 'Tape Contents Catalog' or a 'Tape Catalog' for short. The ability to
create a Tape Catalog was introduced in Version 4.50 of XenData Archive Series software.

TAR A term derived from 'Tape ARchive'. It is a popular open standard format that defines how file data
and file system metadata are written to data tape media.

Terabyte One thousand (or 1024) gigabytes. It is abbreviated to TB.
Ultrium The most popular mid-range tape format, also known as LTO.

Volume If replication is not enabled, the XenData term 'Volume' refers to an individual cartridge. If
replication is enabled, a Volume consists of a complete set of replica cartridges which, when up-to-date,
all contain the same data. For example, when replication is enabled and one additional copy of each
cartridge has been specified by the administrator, a Volume will consist of two tape cartridges.

Volume Set This is a set of one or more Volumes which stores files from designated File Groups. As
more data is written to a Volume Set, the initial Volume will eventually become full. At a preset threshold,
defined by the administrator, the system will automatically add another Volume by taking the appropriate
number of tapes from the blank media set and will extend the Volume Set.
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WORM An acronym for 'Write Once Read Many'. WORM tape cannot be reformatted and after data is
written to the tape, it cannot be changed. However, further data can be appended. XenData software
manages this non-rewritable medium in such a way that files can be ‘deleted’ within the file system in the
normal way. However, they are really only being hidden from the normal file system interface and can be
retrieved using the History Explorer utility. The History Explorer utility can be used to identify and restore
all old file versions and all deleted files. When using WORM media, this capability to identify and retrieve
all deleted files and old versions is vital when legal compliance is an important issue.

XenData Alert Module This is a companion product which is installed separately. It provides e-mail and
on-screen alerts that are tailored to the needs of archive system operators, systems administrators and IT
support personnel. The alerts are derived by filtering and categorizing events recorded in the XenData
Event Log.

XenData Event Log This is part of Windows Event Viewer within the Computer Management Console.
The XenData Event Log is used for XenData specific messages. If the system is not behaving as
expected, the Event Log is the first place that a system administrator should look.

XenData Management Console This is used to configure all File Group, Volume Set and tape replication
options, and to view diagnostic information about the system.

XenData State File This contains tape information and the XenData Management Console settings,
including File Group and Volume Set configuration settings.

XenData Limited, Sheraton House, Castle Park, Cambridge CB3 0AX, United Kingdom
Phone: +44 1223 370114 Email: xendata@xendata.com Web Site: www.xendata.com
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