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Introduction

Version 7 of XenData Archive Series software is available in two editions:

+«+ LTO Edition
+* Cloud File Gateway Edition.

The LTO Edition may be extended by adding software extensions: the Optical Disc Archive
Extension and/or the Cloud File Gateway Extension.

This user documentation describes the LTO Edition and the Optical Disc Archive and the Cloud File
Gateway Extensions.

2.1 Tiered Storage Management

XenData Archive Series software manages a Windows file server and provides high performance
archiving to LTO tape cartridges, Sony Optical Disc Archive (ODA) cartridges and Azure Blob
Storage. Files are presented in a standard file/folder structure which may be shared over the
network. This non-proprietary approach to the interface means file based applications can write
to and read from LTO, ODA or Azure Blob Storage without modification. APls are also available for
interfacing with the archive, but they are not required, avoiding the need to modify every
application that uses the archive.

The server running the Archive Series software always includes a dedicated disk cache that is

used by the XenData software for enhanced performance. The dedicated cache disk is used to
store file system metadata, for read and write caching of files and to store files that are to be

retained online.

The LTO Edition of Archive Series software can be licensed to manage one or more robotic LTO
libraries and/or one or more stand-alone LTO drives. After installing the Optical Disc Archive
Extension, the software can be licensed to support one or more ODA robotic libraries and/or ODA
stand-alone drives. After installing the Cloud File Gateway Extension, with or without the Optical
Disc Archive Extension, the Archive Series software can be licensed to support one or more Azure
Blob Storage accounts. The diagram below illustrates a system with all storage types connected
and managed by the software.
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File Folder Interface

Object
Storage

Archive Series

| H Software
on Windows OS

LTO Library

ODA Library
The Archive Series software supports three levels of tiered storage:

¢ Online with an instance of the file on the disk cache. Online files are read directly
from the disk cache. When files are online, there may also be additional instances of
the file on LTO, ODA or Azure Blob Storage and, in this case, the timing for how long
the file is retained on disk is determined by user-defined disk retention policies.

+» Near-line with at least one instance of a file on an available LTO cartridge, ODA
cartridge or Azure Blob Storage account and no instance on the cache disk. The LTO or
ODA cartridge will be in an attached robotic library or a stand-alone drive. When
near-line files are read, they are restored from the LTO, ODA or Azure Blob Storage.
Disk retention policies determine how long a file will be retained on disk cache after
it has been read.

¢+ Offline with no instance on the cache disk and one or more instances on LTO or ODA

cartridges, all of which have been exported from the available drives and libraries. An

attempt to read a file that is in this state will fail and a message will be delivered

informing the user of the identities of the cartridges that contain the data.

Regardless of the number of LTO or ODA robotic libraries, the number of LTO or ODA stand-alone
drives and the number of Azure Blob Storage accounts managed by the Archive Series software,
all files in the archive appear within one Windows logical drive letter on the server whether
those files are on the disk cache, on near-line or offline storage.

2.2  Writing Files to the Archive

The file system managed by Archive Series software appears as a single logical drive letter. This
may be accessed as a network share or by an application running on the same computer as the
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Archive Series software. When files are written to the system, they are always first written to the
cache disk as illustrated here for a system with a single LTO library.
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Once the file copy to disk is complete it will then be written to Archival Storage (LTO/ODA

cartridges or Azure Blob Storage).
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When a file has been written to its designated locations, it becomes eligible for flushing from
cache. After flushing, the full file is no longer retained on the disk cache. The flushed file has all
the same properties as the original except the Microsoft offline attribute is set indicating that the
full file is no longer immediately available. The flushing operation frees up space on the cache
disk because the file representation on the disk is just a few Kilobytes in size.

Disk

X Sparse

File Folder Interface File

LTO Library

Archive Series
Software
on Windows OS

Flushing the file may be scheduled to occurimmediately after the file has been successfully
written to LTO, ODA or Azure Blob Storage. Alternatively, it may be scheduled to occur a defined
time after the file was written or last read. Another option is that some files may be retained on
disk cache permanently, as well as being written to Archival Storage. The rules that determine
how long the full file will be retained on disk are defined by using the Tiered Storage
Management Console. The retention rules may be different for different file types and for
different folders.

2.3 Reading Files from the Archive

When it comes to reading files, they are restored seamlessly whether the file is held on the disk
cache or near-line LTO, ODA or on Azure Blob Storage. In the case shown here, where there are
instances of the file on both the disk and LTO, ODA or Azure Blob Storage, the file is simply
restored from disk.
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When the file has been flushed from the cache disk and the full file is on near-line LTO, ODA or
Azure Blob Storage, itis restored directly and automatically from the Archival Storage.
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Offline files appear in the Windows file system but when they are accessed by a program, a
message is returned that identifies that the file is not available. Also, the Archive Series software
puts a message into the Windows Event Log that identifies which data cartridges contain the file.
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When the XenData Alert Module is configured, on-screen messages and e-mail alerts are also
generated that identify the file name and the cartridges that contain the file.

2.4  Functionality Overview
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Standard File Interface The system running Archive Series software accepts all file
types —from an MXF to a WORD document - and presents them in a single Windows
file/folder structure. Files are written to and retrieved from the archive as though
from a standard disk-based volume or network share.

Standard Network Protocols In addition to supporting CIFS/SMB, FTP network
protocols, it supports connectivity to a SAN.

Manages Disk, Near-line LTO, Near-line ODA, Azure Blob Storage and Offline LTO and
ODA cartridges The user defines policies for disk caching that can be tailored for
different file types and folders, allowing frequently accessed files to be retained on
disk.

Supports LTFS and TAR tape formats This avoids proprietary formats and vendor lock-
in.

Supports WORM LTO and ODA Cartridges This is ideal for compliance applications.

Self-Describing LTO and ODA Cartridges Each LTO or ODA cartridge contains all the file
system metadata necessary to recover all the files stored on it. This allows individual
LTO and ODA cartridges to be easily transferred between archive systems.

LTO Cartridge Replication The software automatically generates replica LTO cartridges
that may be exported from the library for off-site retention.

Dynamic Expansion of LTO and ODA Cartridge Groups The system will dynamically
expand LTO and ODA cartridge groups to meet capacity demands. This means that the
system runs automatically with an LTO or ODA library without need for human
intervention.

Checksum Verification Archive Series software implements an automated checksum
operation for all data written to LTO and Azure Blob Storage.

LTO Cartridge Spanning User defined policies can be set to allow or prevent files being
spanned across multiple LTO cartridges. Additionally, the transfers of multiple files
and folders will be automatically spanned across multiple cartridges.

Manual Pre-Fetch and Flush of Files from Disk Cache The pre-fetch operation creates
an instance of afile on the disk cache copying it from LTO, ODA or Azure Blob Storage.
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The flush operation removes a file's data from the disk to free space, replacing it with
a sparse "stub" file.

Optimized Restores The system restores a queue of files in the shortest possible time
from LTO and ODA. The restore requests are processed in an order that minimizes
unnecessary tape movement and ODA disc swapping. This greatly decreases total
restore time when restoring multiple small files from LTO or ODA.

Partial File Restores With very large files there is often a need to read only a portion
of the file. For example, this frequently occurs with multi-gigabyte video files when a
short clip is requested. The Archive Series software supports partial file restore (PFR)
from LTO, ODA and Azure Blob Storage based on file restore requests with specified
byte ranges. A companion product, XenData Workflow API, extends this functionality
to provide PFR based on timecode ranges.

Migration from one Storage Type to Another A repack function allows files stored on
one storage type to be migrated to another without changing the file name and path.
Examples are migration from one generation of LTO to a later generation; migration
from LTO to Azure Blob Storage.

Recovery of space from LTO and ODA Rewritable LTO and ODA cartridges may be
repacked to recover space from deleted and overwritten files.

File Version Control The software provides comprehensive file version control when
files are stored on LTO or ODA. This means that deleted files and old file versions may
be restored from LTO or ODA (unless the files have been purged using a repack
operation).

Metadata Backup and Restore A file system metadata backup and restore utility is
provided which provides rapid system restore in case of rebuild after disk cache
failure.

Alert Module A software module is included which provides e-mail and on-screen
alerts. These are tailored to the needs of system operators, system administrators and
IT support personnel.

System Reports A Report Generator allows you to create, save and restore a range of
different reports about the files managed by the system.

Industry Standard File Security The tiered storage managed by Archive Series software
integrates fully with the Microsoft Windows security model based on Active
Directory. The solution can be installed within a domain or workgroup.

When using the Cloud File Gateway Extension, the following functionality is available.
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Globally Shared File System With multiple machines running the gateway software,
files may be written to one or more Azure Blob Storage accounts by each system and
accessed by them all.

Supports Import of Objects from 3rd Party Applications Containers created by 3rd
party applications such as Azure Storage Explorer or AzCopy may be imported into the
globally shared file system.

Scheduler Optimizes Internet bandwidth Time windows are scheduled so applications
can write to the disk cache while postponing a copy being made to Azure, allowing
Internet bandwidth to be optimized when in high demand.

Encryption All data transferred between the Azure Blob Storage and the Cloud File
Gateway installation employs the HTTPS communication protocol, using secure socket
layer (SSL) encryption. In addition, Azure Storage Service Encryption (SSE) for Data at
Rest further protects your data. With this feature, Azure Storage automatically
encrypts your data prior to persisting to Azure Blob Storage and decrypts upon
retrieval. The encryption, decryption, and key management are totally transparent to
users.

2.5 Antivirus Software Compatibility

When installing anti-virus protection on the computer running the Archive Series software, it is
important to choose an anti-virus (AV) solution that has been certified. The XenData software and
AV software use file system filtering techniques and there may be undesirable interactions if you
use an AV product that has not been certified.

For more information about certified AV products, please refer to the XenData Technical Note
XTN1201 available in the support section of the XenData web site (www.xendata.com).
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LTO (Linear Tape Open) tape cartridges provide high capacity data storage with high data transfer
rates. The cartridges are very stable with a shelf life of 30 years. ODA (Optical Disc Archive)
cartridges from Sony are an alternative on-premises storage option with faster access times than
LTO and a 100 year shelf life.

3.1 About Managed LTO Libraries and Drives

XenData Archive Series software may be configured and licensed to manage one or more robotic
LTO libraries, optionally combined with one or more stand-alone LTO drives. The software
supports a wide range of LTO library models. A Windows server running Archive Series software
with a tape library is illustrated in the diagram below.

LTO Library with two LTO Drives

FC or SAS
connection to
each LTO drive

Network

LTO libraries are typically connected via Fibre Channel (FC) or Serial Attached SCSI (SAS) to the
server running Archive Series software. FC libraries may be connected directly to FC ports on the
archive server or via a fibre channel switch.

LTO drives, whether internal to a library or stand-alone units, need cleaning using a cleaning
cartridge from time to time. For LTO libraries, the Archive Series software will automatically
perform drive cleaning as needed.
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3.2 About Managed ODA Libraries and Drives

XenData Archive Series software may be configured and licensed to manage one or more Sony
ODA libraries, optionally combined with one or more stand-alone ODA drives. A Windows server
running Archive Series software with a Sony ODA library and stand-alone ODA drive is illustrated
in the diagram below.

Sony ODA Library with two ODA Drives

FC connection
PetaSite to each ODA
drive

USB Connection

Network

The Sony FC libraries may be connected directly to FC ports on the archive server or via afibre
channel switch. Sony ODA stand-alone drives are connected via USB.

Unlike LTO drives, Sony ODA drives do not need cleaning.

3.3 Barcode Management

Barcode labels are available for all LTO and ODA data cartridge formats supported by XenData
Archive Series software and most robotic libraries include a barcode reader as standard. Barcodes
are readable by both humans and robotic libraries as shown below.
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Barcodes are strongly recommended for keeping track of cartridges when using a robotic library.

All LTO and ODA cartridge types include an in-cartridge memory chip. When a cartridge is used in
arobotic library, Archive Series software writes the barcode information to the cartridge memory
chip. This is particularly useful when the cartridge has been exported from the library and
inserted into a stand-alone drive. Stand-alone drives do not contain barcode readers but can read
the contents of the cartridge memory. This allows Archive Series software to provide a consistent
identification of barcode for all data cartridges that have been in a library, even when a cartridge
is being used in a stand-alone drive.

Barcodes are used to identify data cartridges in the Tiered Storage Management Console, Event
Log, History Explorer and Report Generator. In addition to these functions, the Archive Series
software matches barcodes for replicated LTO cartridges and selects the cartridges in barcode
order. The inventory of blank cartridges provided by the library is sorted into alphanumeric
barcode order. When allocating tapes for replicated volumes, the system will look for a matched
set of barcodes which differ by only one letter (e.g. 'A' and 'B') in one of the barcode character
positions. Where possible, the lowest matched set is allocated for replicated sets of tapes. For
non-replicated volumes or when no matched set exists, cartridges are allocated in alphanumeric
order.

For example, if we have the following sequence of barcodes in the Blank Cartridge Set

%+ X0007AL8
% XO0008AL8
%+ X0008BL8
% XO0009AL8
%+ X0009BL8

the system would next allocate XO008AL8 and X0008BLS8 to a replicated set of tapes. However, if
the system were allocating a cartridge to a non-replicated set, it would select X0007ALS6.
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LTO libraries use a barcode format called '3 of 9' or code 39. The last two digits of the human
readable format represent the data cartridge format. For example, L8 is used for LTO-8 tape
cartridges. A check digit may or may not be present in the machine-readable barcode; this is used
to verify the integrity of the other digits in the label. Many libraries can be configured to read
barcodes either with or without a check digit. In these cases, it is best to configure the library not
to include the check digits as this will give the most consistency in the use of barcodes.

Note that LTO cleaning cartridges have a specific barcode label format which always starts with

CLN. This allows Archive Series software to recognize a cleaning cartridge without puttingitina
drive and unnecessarily using a cleaning cycle.

3.4 About LTO Formats

XenData Archive Series software can format rewritable LTO-5 cartridges and later generations in
LTFS. All generations later than LTO-2, whether WORM or rewritable, can be formatted with TAR.

The TAR format was introduced in 1979 and is a widely adopted open standard supported by many
operating systems including most versions of UNIX, Linux and Microsoft Windows Services for
UNIX. It is applicable to all data tape types including all rewritable and WORM tapes. A tape
cartridge written using the TAR format is fully self-describing. However, when using a basic TAR
implementation, the whole tape must be scanned to determine the tape's contents. XenData
Archive Series software extends the TAR format by maintaining a catalog (the Volume Catalog)
thatincludes an index of the cartridge contents. When the tape is full, the Volume Catalog is
automatically written to the end of the tape in a Finalization operation. Finalization can also be
performed manually. When a Finalized tape cartridge written using the TAR format is moved to
another XenData Archive Series system, the contents are quickly determined because the system
automatically reads the catalog from the tape.

The LTFS format was developed by IBM and announced in 2010. Since then, it has been widely
adopted, making it an exchange standard which allows cartridges to be moved between systems
created by different vendors. LTFS uses two partitions on the LTO cartridge, a small index
partition for maintaining the tape index and a large data partition for the file data. It is applicable
to rewritable LTO-5 and later generations of LTO cartridges. A tape cartridge written using the
LTFS format is self-describing and the contents of the cartridge can be determined quickly by
reading the index partition on the tape.

3.5 About ODA Formats

Sony Optical Disc Archive cartridges use only one format, no matter what software is initializing
and writing to the cartridge. This format is based on the UDF optical disc file system format and is
used by XenData Archive Series software.
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3.6 About WORM Cartridges

WORM (Write-Once, Read Many) storage is ideal for legal compliance applications. It is also
suitable for long term storage of data that will not change.

A WORM LTO cartridge is identical to a rewritable LTO cartridge of the same generation with the
following exceptions: the cartridge memory identifies it to the drive as WORM, the servo tracks
are slightly different to allow verification that data has not been modified and the bottom half of
the cartridge shell is gray. LTO drives recognize WORM cartridges and prevent reformat. This
ensures that the data written to a WORM LTO cartridge cannot be erased and re-written.

A WORM Optical Disc Archive (ODA) cartridge uses a different recording medium to a rewritable
ODA cartridge. The recording layer is fundamentally write-once in nature. This intrinsic
characteristic of WORM ODA cartridges ensures that written data cannot be erased and re-
written.

XenData Archive Series software allows files to be overwritten and deleted even when using
WORM cartridges. The deleted and overwritten files continue to be accessible from the cartridges
using History Explorer. However, only files that have not been deleted and the latest versions of
files are available from the Archive Series file-folder interface.

3.7 About Rewritable Cartridges

A rewritable LTO and ODA cartridge may be reformatted which erases all data written to the
cartridge and prepares it for reuse.

3.8 About Cartridge Replication

XenData Archive Series software can automatically create multiple LTO cartridge replicas.
Automatic cartridge replication is not available for ODA cartridges.

By having two or more copies of every LTO cartridge, replication provides additional data
protection. Best practice when duplicating cartridges is as follows:

++ Enable automatic replication using the Tiered Storage Management Console

+»+ Afterareplicaset of LTO cartridges becomes full, export either of the LTO cartridges
from the library

+» Retain the exported replica LTO cartridges in an offsite location

Note that replication can be enabled for a tape based system that contains a roboticlibrary, even

if it has only one drive, and for systems with two or more stand-alone drives. Replication is not
supported in a system that has only one stand-alone drive.
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3.9 About LTO Logical Block Protection

Logical Block Protection is functionality introduced with LTO-5 drives to provide a very high level
of data integrity checking. When enabled, Archive Series software calculates a cyclic redundancy
check (CRC) for every block of data written to tape and this is compared with a CRC calculated by
the tape drive when the block is read using the drive's read-after-write head. With LTO-5 and LTO-
6 drives, there is a significant CPU overhead to perform the calculation which may reduce writing
speed. From LTO-7 onwards, an alternative form of CRC was added which is used by Archive
Series software and introduces no significant increase in CPU utilization.

3.10 About File Fragmentation

XenData Archive Series software optionally splits a file written to LTO into chunks. This optional
file fragmentation should be enabled to support partial file restore (PFR) from LTO. Furthermore,
file fragmentation allows extremely large files to be spanned across multiple LTO cartridges.

If file fragmentation is enabled, the system has the following characteristics:

+* When a portion of afile is read from LTO, only the applicable fragments will be
restored, saving both transfer time and space on the cache disk

** When an application modifies a large file by appending, the appended data will be
written to LTO as one or more additional fragments, saving space on the data cartridge

++ If an application modifies a small part of a large file, for example by updating an index
at the beginning of the file, then only the fragments containing modified data will be
written to LTO.

«» Onwriting afile, the data may span multiple LTO Volumes if the File Group advanced
option to permit file spanning is enabled. When spanning occurs, complete fragments
of spanned files will be written to each of the spanned Volumes.

If file fragmentation is not enabled for an LTO Volume Set, the system has the following
characteristics:

+* When afile or portion of afile is read from LTO, the whole file will be restored
+ When afile is modified, the new version of the file will be completely written to LTO

On writing afile, the system will always write the whole file to a single LTO Volume

Note that partial file restore is supported with ODA and Azure Blob Storage Volume Sets which
are not fragmented.
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XenData Archive Series supports Azure Blob storage by running either the Cloud File Gateway
Edition or the LTO Edition and the Cloud File Gateway Extension. The Cloud File Gateway must be
licensed to support the required Azure Blob storage capacity.

4.1 About Azure Blob Storage

The Microsoft term for a single object storage asset is a blob. Each file stored in cloud object
storage by the XenData Cloud File Gateway is written to a blob. Blobs are grouped in containers
within an Azure storage account.

The XenData Archive Series stores files in one or more Volumes. A Volume is implemented in the
Archive Series as an Azure Blob Container. A Volume Set is a set of one or more Volumes which
store files from designated File Groups.

When 1 million blobs have been written to a Volume, i.e. to a Blob Container, itis identified as
full. The system will create a new Volume automatically. The creation of the new Volume and its
use for new data are completely automatic. Consequently, the cloud object storage will continue
to expand automatically as more capacity is required.

4.2 Importing Files Written to Azure Blob Storage by Another
System

Files written by other systems to Azure Blob Storage may be imported and made accessible to any
machine running the Cloud File Gateway. The other system may be another XenData Cloud File
Gateway or a third party application such as AzCopy or Azure Storage Explorer. Each Cloud File
Gateway system writes to one or more Volumes to which it has read-write access and to which
other Cloud File Gateway systems will have read-only access.

The ability to import files from multiple Cloud File Gateway systems allows files to be written to a
shared Blob Storage account by each system and accessed by them all.
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Multiple VMs in Cloud
running Cloud File Gateway

VM VM

Object

Storage container | ====== === === === container

container [ - - - = =-=-==-=--=-==-- container

Multiple On-Premise Machines
running Cloud File Gateway

Each on-premise machine and each VM runs an instance of the Cloud File Gateway and has one or
more Volumes to which it has read-write access. All other systems have have read-only access to
its Volumes.

After files have been uploaded to a new container by another system, they appear in the file-
folderinterface and become read-only accessible by performing the following steps:
+* Scan the object storage account for new containers, as described in Scanning for New
Volumes.
++ Build a contents catalog for the new container, as described in Rebuilding a Volume
Contents Catalog
+* Use Import Folder Structure or Import Data, as described in Importing Folder Structure

and Importing Data

A scheduled PowerShell script may be used to perform these steps automatically.
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The XenData Archive Series software is tightly integrated with the Windows operating system and
supports most file and folder operations. It is fully compliant with the Microsoft security model.

5.1 Supported File and Folder Operations

You can write, read, delete, overwrite and rename files. You can create new folders, rename
empty folders and delete empty folders.

The system supports partial file restores which means that when an application sends a request
to read only a specific byte range from within a file stored in the cloud, that portion of the file and
not the whole file is restored. In practice, read-ahead optimization used by the Cloud File
Gateway may also result in restore of a few additional megabytes.

5.2 Folder Rename - An Unsupported Operation

The Archive Series software does not support renaming folders after a file has been added to
that folder.

5.3 File Version Management

The standard Windows file system interface provides access to the latest version of a file but
does not permit access to old file versions or to deleted files. Archive Series software maintains a
complete version history of files written to LTO or ODA. Old file versions or deleted files can be
viewed and restored using History Explorer, which is extended functionality within Windows
Explorer that is provided by the software. The default configuration of Archive Series software
does not maintain version history when writing to Azure Blob storage; in this case, when files are
over-written or deleted, the old versions or deleted files are removed from the blob storage.

The file version numbering convention is as follows.

**» When afile isinitially created it has a version number of 0. Version 0 does not contain
any data; it has zero size. When an application writes the first byte of data to afile,
the version numberis incremented to 1. When the file is closed following a version
number increase, the file is archived to one or more data cartridges, if this option has
been configured in the Tiered Storage Management Console. If the file is
subsequently re-opened and has more data written to it, the version number will
once again be incremented.

< If afile is renamed or deleted and then a new file of the same name is created, the
system starts again with version 0 of the new file and a new generation is created.
The generation number starts at 0 the first time the file is created and increases by
one every time a new file is created.
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Example: the very first time datais written to a new file, it will have generation 0 and version 1. If
the file is then reopened and has more data appended then it will be at generation Oversion 2. If
the same file is deleted and then data is written to a new file with the same name, the new file
will have generation 1 and version 1.

5.4 About Offline Files

When a file has been written to its designated locations, it becomes eligible for flushing from
cache. After flushing, the full file is no longer retained on the disk cache. The flushed file has all
the same properties as the original except the Microsoft offline attribute is set indicating that the
full file is no longer immediately available.

The Windows offline file attribute identifies files that are no longer present on the cache disk. It
also increases network timeout periods when afile is being accessed over a network from a
Windows client computer.

- v p » ThisPC » XenData (X:) » projectd2 » SeaTurtle

MName Date Type Size Length Attribut...
7 Quick access

.El MVI_4756.M0V 5/11/2015 11:18 AM MOV File 139714 KB 00:01:47 A
¢& OneDrive [&] Mvi_s5g95.MOV 5/11/2015 11:18 AM MOV File 22,9 A
v [ This PC i'] MVI_6373.MOV MOV File 8 A
, I Desktop .E. sea turtle.mpg r'-.f'1c:-.-'ie.CIip 193,555 K.'B 00:01:39 HO
i || seaturtlexmp XMP File 4KB A
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» b Downloads
> m History Explorer
> J‘! Music
» [&=] Pictures
> m Videos
> E Volume View

» g Local Disk (C:)
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7w AenData (X

Q MNetwork

The image above illustrates how you can use Windows File Explorer to identify offline files in the
file system. The file ‘sea turtle.mpg’ is the only file that is no longer online (i.e. is nearline or
offline) as indicated by the offline attribute being displayed. The other four files are stored as full
files on the cache disk.

5.5 Handling of Alternate Data Streams

Alternate data streams, also known as 'NTFS streams' and 'named streams', are additional data
streams that can be included within a file. Alternate data streams are handled in the following
ways:
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< Mac OS/X clients from version 10.6 use alternate data streams when connected to a
Windows NTFS share over SMB including the share of a volume managed by the
XenData Archive Series software. These alternate data streams contain application-
specific file metadata and/or Finder display layout information. The Archive Series
software preserves Finder display information on the cache disk but does not write it
to the LTO, ODA or Azure Blob Storage account.

% Windows Internet Explorer adds a stream named 'Zone.ldentifier' to files downloaded
from the Internet. Windows uses this data for security purposes. The Archive Series
software preserves this information on the disk cache but does not attempt to write it
to LTO, ODA or Azure Blob Storage.

+» Other types of application-specific alternate data streams will be written to Archival
Storage in addition to the disk.

5.6 Supported Network Protocols

You can use CIFS/SMB, FTP or local file transfers.

You create a file share as you would for a standard Windows logical drive using the standard
Microsoft utilities.

5.7 Free Space Reporting

The amount of free space in a storage system is defined as the difference between the total
capacity of the system and the amount of space that is used for file data and file system
metadata. When Archive Series software is used, definitions of total capacity and free space are
as follows:

**» When LTO or ODA storage is employed, the total capacity of the system is defined as
the capacity of all volumes known to the system plus the capacity of all blank
cartridges. The free space is defined as the total free space on all writable volumes
plus the capacity of all blank cartridges.

** When only Azure Blob Storage is employed, the total space is defined by the licensed

capacity of the system and the free space is the difference between that value and
the amount of data under control by the system.
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5.8 File Security

The Archive Series software can be installed within a Windows domain or workgroup. It
integrates fully with the Microsoft Windows security model, based on Active Directory. Files and
folders have user-definable security attributes just as they do with standard Microsoft file
systems and access control checks are performed in the same way.

When retention of deleted files and old versions of files is enabled, the security model is
extended to deleted files and old versions of files. In these cases, the security allocated to prior
versions of a file or folder is the same as that applied to the most recent version, regardless of the
security applied when the old version was originally in use. This feature allows system
administrators to update access controls for old files based on changing business requirements.
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The XenData software is easy to administer after understanding a few key concepts, including File
Groups, Volumes and Volume Sets.

6.1 About File Groups

A File Group is a collection of files that all have the same file management policy and
consequently are all treated in the same way by the system. Whenever afile is used, the Archive
Series software needs to know how to handle it. This is defined by File Group rules, so the first
thing the system does when a file is opened or created is to allocate it to a File Group. Every file
belongs to exactly one File Group.

Files are assigned to a File Group on the basis of their name and path. This assignment can be
based on the name of the folder that contains a file, the name of the file or a combination of
both. Note that afile's File Group is determined by the rules in place each time the file is used. It
is not a persistent property of afile.

6.2 About Volumes and Volume Sets

For LTO, the term 'Volume' refers to a complete set of replica tape cartridges which, when up-to-
date, all contain the same data. If replication is not enabled, an LTO Volume refers to an
individual tape cartridge. For ODA, a Volume is an individual Optical Disc Archive cartridge and for
Azure Blob Storage, a Volume is a Blob Container.

A Volume Set comprises a set of Volumes that store files from designated File Groups. As more
datais written to a Volume Set, the initial Volume will eventually become full. At a preset
threshold, defined in the Tiered Storage Management Console, the system will automatically add
another Volume to extend the Volume Set.

If LTO cartridge replication is enabled then replica copies of each data cartridge are automatically
generated and kept up to date according to a replication schedule. The data on replicated
cartridges in a Volume Set are kept synchronized in accordance with the replication schedule
whenever the replica cartridges are available to the system. If one or more replicas are removed
from the library, the Volume Catalog maintains a record of which files need to be written to those
cartridges to bring them up to date. When cartridges are reintroduced into the library, the system
automatically updates in accordance with the replication schedule.

One special Volume Set, applicable to LTO and ODA, is the Blank Cartridge Set which contains all
the cartridges that are present by the system but are not formatted for storing data. These may be
new (unused) data cartridges or rewritable cartridges that have been reformatted using the
Tiered Storage Management Console.
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Afterinitial configuration of the File Groups, Volume Sets and any associated replication
requirements, the system operates completely automatically. Files written to the logical drive
under XenData control are automatically allocated to File Groups.

6.3 About Volume Catalogs

A Volume Catalog contains an index of the files and folders on the Volume. When a new Volume
isinitially created and added to a Volume Set, the system creates a Catalogin a hidden folder on
the cache disk. As folders and files are added and perhaps renamed or deleted, the Volume
Catalogis updated.

Some types of Volume may be Finalized which prevents additional files being written to that
Volume. The Finalization process writes the Volume Catalog to the LTO cartridge or Azure storage
account.

For LTO and ODA Volumes, when the system imports an unknown (or updated) cartridge that
contains data written on another system, it will attempt to build a Volume Catalog. In the case of
Finalized TAR format tapes, the Catalog is read from the end of the tape. In the case of non-
Finalized TAR tapes the system does not attempt to build a Catalog because this operation
involves reading the entire tape and might take several hours; the administrator has the option of
performing this function if required. In the case of ODA cartridges and LTFS format tapes the
Volume Catalog is built from the most recent version of the index data structure recorded on the
cartridge. This is done both for cartridges that were written on a XenData system and for
cartridges that were written by other implementations. When a Volume Catalog has been built
from the index on an LTFS or ODA cartridge, the Catalog does not contain information about older
versions of the index that may include files which have subsequently been renamed or deleted.
If a complete Volume Catalog is required (for example, to recover deleted files or to ensure that
the system can account for every byte of data on the cartridge) then the Rebuild Catalog
operation should be used. In cases where a Volume Catalog does not exist on the cache disk (for
example, import of non-Finalized TAR format tape) the Build Catalog operation can be used.

The presence of a Volume Catalog is not always required to write, read or access files but it is
required for successful completion of certain other management functions including Repack and
to generate a report of cartridge or Volume contents. Furthermore, it greatly reduces the time to
perform an Import Folder Structure operation.

6.4 About Volume Finalization

Volume finalization is only applicable to TAR formatted tapes, ODA WORM cartridges and Azure
Blob Containers and it prevents additional files being written to that Volume. Finalization is
performed automatically when a Volume becomes full and may be initiated manually from the
Tiered Storage Management Console. The Finalization process writes the Volume Catalog to the
cartridge or Azure storage account.
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For LTO and ODA, Finalization writes a special sequence to a data cartridge to indicate the end of
the recorded data. In the case of TAR formatted tapes, this special sequence is two 512-byte
blocks of zeros (a TAR "end of archive" record). In the case of ODA WORM cartridges, finalization
closes the recording session on the optical discs in the cartridge. In the case of TAR formatted data
tape cartridges, the end of archive mark is followed by the Volume Catalog and a file mark.
Because they follow the end of archive marker, these items are invisible to standard TAR readers.
This is a XenData Archive Series proprietary extension to the TAR format that optimizes access to
the contents of the tape by putting a complete tape index in a known, easily accessible location
(the end of the tape). This optimization is particularly advantageous when transferring tapes
from one XenData system to another or when rebuilding a system from the tape cartridges.

For Azure Blob Storage, Finalization writes the Volume Catalog to a separate Blob Container.

6.5 About Repacking Volumes

Repack is an operation that copies files from one Volume to another, omitting deleted files and
old versions of files. It does not change the location of files in the file system i.e. in the file-folder
structure

The operation may be performed only on Volumes that are not writable, such as those that are
full, finalized or write-protected. Repack is not available for WORM cartridges. As well as
recovering space that is wasted by old versions of files, it is also used to move data from one
cartridge format to another (for example when a new, higher capacity format becomes available).
Furthermore, it may be used to move data from one Volume type to another, such as from LTO to
Azure Blob Storage. The repack operation does the following.

+* Files that are currently accessible via the Windows file system are copied from the
selected Volume. Deleted files and old versions of files are not copied.

% Files are copied to target destinations defined by the current File Group rules. A File
Group rule must exist for all files that are stored on the Volume that is being
repacked.

«* When all the files on the Volume have been successfully repacked, the repacked
cartridges are moved to the Quarantined Object Set.

If the File Group rules have not changed since the files were first written to the repacked Volume,
they will be repacked to another Volume in the same Volume Set.

The repack operation cannot be performed on an archive with only one stand-alone tape or
optical drive, unless repacking to Azure Blob Storage.

6.6 About Quarantined Objects

If an LTO cartridge, an ODA cartridge or an Azure Container is not usable by the system, it will be
identified as a Quarantined Object.
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For LTO and ODA, this will be because: a cartridge has previously been repacked; or a cartridge has
previously been used by a different application (such as a backup application) and it is recorded in
a format that is not compatible with the XenData software; or an error occurred while the system
was trying to identify the contents of the cartridge.

6.7 About Pending Write Mode

In normal operation, the Archive Series software writes files to the designated LTO, ODA or Azure
Blob Storage immediately after they have been written to the disk cache. However, if the
designated storage is not available for any reason, the setting described in Configuring a Volume
Set determines the system's response to an attempt to write files. The response depends on the
Write to disk if no writable Volumes are available setting. If this is enabled and all writable
Volumes in the designated Volume Set become unavailable, the system automatically enters the
Pending Write Mode and will accept more data which will be written to the disk cache.

When the system enters the ‘Pending Write Mode’, it defers writing to the designated LTO, ODA
or Azure Blob Storage and continues writing to the disk cache. When a writable Volume becomes
available within the Volume Set, the system automatically ‘catches up’ and writes the pending
files to the applicable Volume.

When the system is in the Pending Write Mode, a comprehensive set of warning messages are
sent to the Windows Event Log. These include notification of entering and leaving the Pending
Write Mode and running short of space in the disk cache. When the Write to disk if no writable
Volumes are available option is enabled, we recommend that the Alert Module be configured to
provide notification via email and/or on-screen message of these warning messages.

6.8 Partial File Restore and Cartridge Spanning

It is often useful in professional video applications to restore a portion of a file without fetching
the whole file back to the cache disk. For example, when a short clip is being read from a very
large video file, it might take many minutes to restore the whole file. The ability to restore the
parts of the file that are needed is called Partial File Restore and it can greatly improve the
performance of the system.

When restoring from LTO cartridges, Partial File Restore is enabled in the Archive Series system
by using File Fragmentation. File Fragmentation is an optional feature that can be enabled on
tape-based systemes. It is usually only worthwhile for files that have a size of several tens of
gigabytes or more. When restoring from ODA cartridges or Azure Blob storage, Partial File Restore
is supported without need for file fragmentation or any special settings.

Certain application areas, such as Oil and Gas Exploration, generate extremely large files that are
bigger than the capacity of the LTO cartridges that are being used. In these applicationsitis
useful to be able to span individual files across multiple cartridges. This can be achieved by
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enabling File Fragmentation and a File Group Advanced Option. File spanning is not supported for
ODA cartridges.

6.9 Offline File Management

XenData Archive Series software can be configured to provide three tiers of storage hierarchy:
+* Online with one instance of afile on the disk cache. In addition, there may be file
instances on LTO, ODA or Azure Blob Storage. Files that are read when they are in this
state will be restored from the disk.

% Nearline with at least one instance of a file available on LTO, ODA or Azure Blob
Storage and not present on the cache disk. Files that are read when they are in this
state will be restored from Archival Storage and retained for a predefined time on the
disk cache.

+» Offline not present on the cache disk and no instance on LTO, ODA or Azure Blob

Storage available to the system. In the case of LTO and ODA, it will be unavailable

because the cartridge or cartridges containing the file have been exported from the

managed libraries or stand-alone drives. In the case of Azure Blob Storage, it will be
due to loss of connection to the Azure Storage Account that contains the file.

Offline files appear in the Windows file system but when they are accessed by a program, a
message is returned that identifies that the file is not available. Also, the Archive Series software
puts a message into the Windows Event Log that identifies which data cartridges or Azure Blob
Container contain the file. When the Alert Module is installed, on-screen messages and e-mail
alerts are also generated that identify the file name and the cartridges or container that contains
the file.

6.10 Handling of File Delete and Rename Operations

With LTO and ODA, delete and rename records are written to the Volume that contains the file.
This avoids the possibility that delete and rename records written to one cartridge can modify
files held on another, making each cartridge self-contained. The Archive Series software does not
support deleting or renaming files unless the applicable data cartridge is available for writing, i.e.
mounted in a stand-alone drive orin a robotic library, and not write-protected. If there is an
attempt to delete or rename afile that is not on an available cartridge, a message is logged in the
Windows Event Log which states that the required cartridge is offline and gives the cartridge
barcode label. When the cartridge is made available, you will be able to perform the rename or
delete operation.

If the file is written to a replicated LTO Volume then only one of the replica cartridges needs to be
available for the delete or rename to be successful. In this case, any offline replicas will be
identified in the Tiered Storage Management Console as 'Needs updating', and will be updated

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



6. Concepts

when put back into the library orinserted in a stand-alone drive. If a file that is fragmented and
spans more than one cartridge is deleted or renamed, the applicable record will be written to all
cartridges that contain that file and all the cartridges must be available.

Note: It is possible to override this behavior for file deletes by setting the File Group Advanced
Option "Do not preserve history for deleted files".
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The main interface for managing the system is the Tiered Storage Management Console which is
used to configure all Volume Set and File Group options, including disk cache retention policies.
In addition, the Cloud File Gateway uses the Azure Storage Account Configuration utility to add
and configure Azure storage account access.

7.1 Tiered Storage Management Console

The Tiered Storage Management Console is used to configure all File Group and Volume Set
options, manage the operation of Volume Sets and to view diagnosticinformation about the
system. It is a Microsoft Management Console (MMC) snap-in and is illustrated below.

Management Conscle b - O >

File Action View Help
o= 25 = HE

Management Console Mame
ki Eé} - _ ﬂ-CanfiguratiDn
W onfiguration T :
Operation
File G
@ ol Y ﬁ[}iagnnstics
@ Volume Sets
~ il Operation
) @ Volume Sets

E Cuarantined Containers

w ﬁ Diagnostics
Storage Account pasdemolwest2
L Systern Tasks

@ System

To Start the Tiered Storage Management Console
1. Click the Windows Start icon.
2. Open the XenData program group
3. Click the XenData System Configuration entry in the list.

To Navigate the Tiered Storage Management Console

When the console first opens it looks like this:
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Management Console e - O et

File Action View Help
s mE = HE

Management Console Mame
= & 'ﬂ'[unﬁguratinn
L1l Operation
ﬁDiagnDstics

It shows the logical drive letter under control in the left pane. Click the > symbol to expand the
left pane which will then show Configuration, Operation and Diagnostics as shown below.

Management Console o - O x

File Action View Help
s HE = HE

Management Console

Marme
v =X . _ 4} Configuration
3 {:} Configuration L1l Operation
3 Operati
> perats 2P Diagnostics
X ﬁ Diagnostics

7.2  Configuring LTO and ODA Storage

When LTO and/or ODA storage hardware is attached and licensed, the Diagnostics section of the
Tiered Storage Management Console may be used to configure the following:

«» todisable and enable individual LTO and ODA libraries and drives which is useful in
case of hardware failure; and
+»+ to configure Logical Block Protection for LTO hardware. Note that Logical Block

Protection is available for LTO-5 and later generations of drives; it is not available for
ODA drives.
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7.2.1 LTO Logical Block Protection

Logical block protection is enable for LTO hardware using the Tiered Storage Management
Console.

To Enable Logical Block Protection:

Open the Tiered Storage Management Console.

Navigate to the Diagnostics section.

Left-click on the library component.

In the right-hand pane, click on the 'Enable Logical Block Protection' box.

NP

Tiered Storage Management Console - || = -
Eile Action Niew Help

&= 7

Storage Management Console Device Identity
4 =X Manufacturer STK
b 4% Configuration Model SL150
i o " Serial Number 454970G+14315Y2943
P peration Firmware Revision 0320

4 ﬁ‘ Diagnostics
Standalone Drives

Storage Account devstoreaccount] Enable Library 4] Enable Logical Block
A Library 1 Protection
- Library state
= Drive 0 Ready
=] Drive1
L] System Tasks
E] System

7.3  Configuring Azure Storage Accounts

The Cloud File Gateway uses the Azure Storage Account Configuration utility to add and configure
Azure storage account access.

7.3.1 Adding Azure Storage Account Access

1. Launch the Azure Storage Account Configuration utility as follows:
1. Click the Windows Start icon.

2. Open the XenData program group
3. Click the Azure Storage Account Configuration entry in the list.
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2. Right-click on 'Storage Accounts'; select 'New' and then 'Storage Account'.

Azure Storage Account Configuration =i = -

File Action View Help

' IIEEY

i Azure Account Manager Mame
4 ﬁ_' %?r:;aLILlltl:; There are no items to show in this view,
i3 E = New »

View 3

Export List...

Help

3. Enter the name for the storage account (no spaces allowed), then click 'OK'

Mew Azure Storage Account

X
Enter a name for the new storage account:
_Cancel |

Cancel

[MarketingD1]

4. Left-click on the storage account name shown under 'Storage Accounts', choose 'Account
Key' or 'Shared Access Signature' depending on the type of access token you will be
using, then enter the access token and click 'Apply'.

Azure Storage Account Configuration = = -
File Action View Help
s o
i Azure Account Manager i .
4 0 Key Vaults Configuration of Storage Account Marketing(1
97 vault122 Account Mame
4 Storage Accounts ]Marketi'ngm
] Marketing01

Account Ke
Shared Access Signature |

5. Reboot the computer.
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7.3.2 Adding Azure Key Vault Access
An Azure Key Vault can be configured to manage access to one or more Azure Storage Accounts.

You can give XenData Archive Series access to the accounts controlled by a key vault by giving it
credentials for the key vault.

1. Launch the Azure Storage Account Configuration utility as follows:
1. Click the Windows Start icon.
2. Type "Azure Storage Account Configuration".

3. Click Azure Storage Account Configuration in the list.

2. Right-click on 'Key Vaults'; select 'New' and then 'Key Vault'.

Azure Storage Account Configuration == -

File Action View Help
I REY

Iﬂzureﬁlccount Manager H MName

@'I Key Vaul : ’ o
ew 3 There are no iterns to show in this view,
E Storage
View »
Export List...
Help

3. Enter the name for the key vault (no spaces allowed), then click 'OK'

Mew Azure Key Vault

Enter the name of the Azure Key Vault: 0

ot
Cancel

4. Left-click on the key vault name shown under 'Key Vaults', enter the settings for the key
vault, then click 'Apply'.
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Azure Storage Account Configuration
File Action View Help
&= 5E X

‘ Azure Account Manager

Configuration of Key Vault vault123

] (E', Key Vaults
o7 vault123 Vault Name
4 Storage Accounts [vault123

E5] MarketingD1
Application 1D

Application Key

l

5. Reboot the computer.

7.3.3  Configuring a Storage Account

1. Expand the Diagnostics section in the left pane of the Tiered Storage Management

Console
2. Click on the Storage Account to be configured

Ecloud Gateway Management Console
File Action View Help

= 2@ Bm

B Gateway Management Console Account Identity
vEx Supplier Azure
v i Configuration Type Storage Account
. Account Name pasdemotwest2
@ File Groups
Volume Sets
Operation
E] P Enable Account Transmit checksums with uploaded data

v ﬁ Diagnostics
Storage Account pasdemoTwest2 Account state Ready
1l System Tasks

@ System

The right-hand pane of the console will show the Account Identity which includes the storage
account name. There are two configuration options:

¢ Enable Account. This must be enabled to access the storage account.

+ Transmit checksums with uploaded data. By enabling this option, checksums are
transmitted when data is uploaded to the storage account and are used for data
verification purposes.
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7.4 Volume Sets

A Volume Setis a set of one or more Volumes that store files from designated File Groups. A
Volume Set expands dynamically, adding Volumes as needed.

For a new installation of the Archive Series software, an initial Volume Set is automatically
created ready for configuration, as illustrated below.

Management Console = — [ >

File  Action View Help
o | AHE =2 HE

Management Console Mame
vBx [55] 5964EA86-00000000
w ﬂ- Ceonfiguration
@ File Groups

W E Volume Sets
[=] 5964EA86-00000000
> 1] Operation
} ﬁ Diagnostics

7.4.1 Creating a New Volume Set

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Right click on Volume Sets

3. Clickon New -->Volume Set

The new Volume Set is now ready to be configured, as described in Configuring a Volume Set for
Azure Blob Storage and Configuring a Volume Set for LTO or ODA.

7.4.2 Renaming a Volume Set

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Right click on the Volume Set to be renamed

Click on Rename

Rename the Volume Set and press Enter

vk wnN
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7.4.3 Deleting a Volume Set

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Rightclick on the Volume Set to be deleted

4. Click on Delete

Note that a Volume Set that has Volumes allocated to it cannot be deleted. The Volumes within
the Volume Set must first be deleted as described in Deleting a Volume.

7.4.4  Configuring a Volume Set for LTO or ODA

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Click on the Volume Set to be configured

Tiered Storage Management Console == -
File Action Yiew Help
5| nE X

Storage Management Console

FRE= DY Configuration of Volume Set 59F8B4EE-00000000 Configuration of Replication
4 -ﬂ- Configuration .
4 @ File Groups Container type |Tape :IV [JEnable Replication
[ﬁ Default File system TAR v Number of additional copies
4 [ Volume Sets = . Replication Timing
[&] 5978B4£E-00000000 g [Deraut ] |
; '®) Rewritable -
p il Operation Capacity =
I P Diagnostics [ compressed Any v O :)-(:

Create new Volume when|35  percent full.
O

D Virite to disk if no writable Violumes are available

Configure the selected Volume Set in the right hand pane of the console as follows:
1. Select Tape or Optical for the Container type, as appropriate for your hardware.
2. Fortape cartridges, select the File system, either TAR or LTFS.
3. Select WORM or Rewritable data cartridges using the two radio buttons.
4. The Compressed check box enables data compression if the hardware supports it. If
the system is storing uncompressed data then selecting this option will allow an

increased amount of data to be saved per cartridge. However, many applications
perform their own data compression and if this is the case then itis unlikely that the
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hardware compression built into the drive will offer any further compression and may
increase the file size because of compression overhead.

5. Select the block size for Volume Sets that use the TAR (tape) format. Normally the
default should be selected as this will select a block size that is optimized for archive
and restore operations for the installed tape drive hardware.

6. You can also define a cartridge capacity and change the point when additional
Volumes will be automatically created from the Blank Cartridge Set.

7. The Write to disk if no writable volumes are available option determines the system's
behavior if all Volumes in the Volume Set become full or unavailable. If this option
has been enabled and all Volumes in a Volume Set become full or unavailable, the
system automatically enters the Pending Write Mode and will accept more data which
is stored on the cache disk. If the option has not been enabled, the system will not
accept any more data and will report "disk full" when an attempt is made to write to
the Volume Set.

After having configured these fields, click Apply. Note that if you are configuring a new Volume
Set, a first Volume must be added before it is ready for use. This operation is described in Adding
aVolume.

7.4.5 Configuring a Volume Set for Azure Blob Storage

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Click on the Volume Set to be configured
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Management Console - — 0 %
File Action View Help
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Management Console
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@ gl 1 Container | -
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E Azure Cloud VolSet File IAZLirE | W
system
[=] 5964EA36-00000001
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ﬁ Diagnostics
Create new Volume whenigs percent
full.

D Write to disk if no writable Volumes
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In the right hand pane of the console, the options shown in the Container type field will be
determined by how the system is licensed. Select Object Store as the Container Type. The File
System will be shown as Azure. There are two fields that can then be configured:

¢ Create new Volume when x percent full. This determines the percentage full of the
current Volume at which a new Volume is automatically added. A Volume becomes
full when it contains 1 million blobs and this setting has a default value of 95% which
represents 950,000 blobs. To prevent the automatic creation of a new Volume, set this
value to 100%.

% Write to disk if no writable Volumes are available. This option determines the
system's behavior if all Volumes in the Volume Set become unavailable. The Volumes
may become unavailable, for example, if an Internet connection is lost. If this option
has been enabled and all Volumes in a Volume Set become unavailable, the system
automatically enters the Pending Write Mode and will accept more data which is
stored on the cache disk. If the option has not been enabled, the system will not
accept any more data and will report "disk full" when an attempt is made to write to
the Volume Set. This is described further in About Pending Write Mode.
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After having configured these fields, click Apply. Note that if you are configuring a new Volume
Set, a first Volume must be added before it is ready for use. This operation is described in Adding

a Volume.

7.4.6  Configuring Replication for an LTO Volume Set

Replication settings for an LTO Volume Set must be defined before manually adding the first
Volume. After adding a Volume, only the replication schedule can be changed, not the number of
replicas. Note that Volume Set replication is not supported for ODA optical disk cartridges or on
an LTO system that has no library and only a single stand-alone tape drive.

Replication is defined for a Volume Set as follows:

1. Expand the Configuration section in the left pane of the Tiered Storage Management

Console.

2. Expand the Volume Sets section.
3. Selectthe required Volume Set to reveal the "Configuration of Volume Set" panel in
the right pane of the window.

4. Check the Enable Replication box.
5. Enterthe required number of replicas in the Number of additional copies box.

6. Ifthe replication isto be performed immediately, then check the Replicate
Immediately box.

File  Action View Help

| 2E X

Tiered Storage Management Console
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4 @ File Groups
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File system TAR =

O worm Block Size

) Default hd
'®) Rewritable Capacity

[ compressed Any hd

Create new Volume when|35  percent full
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Replication Timing
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() Scheduled Replication
*You have not igured a

replication will not occur until you
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Apply Cancel

1. If the replicationis to be performed at a future date or time, then check the
Scheduled Replication box.
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Tiered Storage Management Console
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2. Click on Apply.

Note that immediate replication cannot be selected in conjunction with any other replication
schedule. Immediate replication is not recommended for library systems with only one LTO
internal drive, because it will cause increased cartridge swapping, leading to degraded
performance.

7.4.7 Adding a Volume

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Rightclick on the Volume Set to which the Volume is to be added

4. Click on Add Volume

This creates a new Volume allocated to the selected Volume Set.

Note: the system automatically adds a Volume to a Volume Set when the current Volume reaches
the percentage full thatis defined in Configuring a Volume Set for LTO or ODA and Configuring a
Volume Set for Azure Blob Storage. However, the first Volume in a Volume Set must be created
manually as described here.

7.4.8 Displaying Information about a Cartridge

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Expand the required Volume Set to show the Volumes that are allocated to it.

4. Click on a cartridge to show the information pane

w
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Tiered Storage Management Console
File Action VMiew Help
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The blue segment in the pie chart represents used space. The pink represents free space and the
red represents overhead, which is cartridge capacity that has been consumed but is not used for
user data or file system metadata. If the overhead percentage is large, the cause is likely to be
one of the following:

e Only asmall amount of data has been written to the cartridge - in this case, the
overhead percentage is dominated by cartridge format metadata and is not
representative of a full cartridge.

e Abnormally high re-writing of data due to the drive error correction - this can be
indicative of a faulty drive, a drive that needs cleaning or a faulty cartridge.

e  Writing of many mainly small files to the cartridge - there is a fixed overhead
associated with creating a file and if there are a large number of small files this can
dominate the space consumed on the cartridge.

Note that space consumed by deleted files is notincluded in the overhead figure.

Additional information about the cartridge is obtained by clicking the Identity tab as shown
below.
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Tiered Storage Management Console
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4 [5] 59FEB4EE-DODODODO R"“I'_“" entily . : -
#% Barcode:02536BL6 e _
b E Blank Cartridges C_untalner Type Rewritable Tape
B E Quarantined Objects el Heh
I E Cleaning Cartridges SECNTEIES il
b ﬁ Diagnostics Serial Mumber X141018586
Date Tuesday, November 18, 2014

749 Adding User Defined Information for a Cartridge

To add user-defined information about a cartridge:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Expand the required Volume Set to show the Volumes that are allocated to it.
Click on a cartridge to show the information pane

Enter the user defined information in the info field, then click Update

e wN
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Tiered Storage Management Console
File Action View Help

& 5| 7 [E]
Storage Management Conscle
4= %

[ -ﬂ- Configuration
a [l Operation

Contziner Name  Barcode:02536BL6
Container Identity Barcode:02536BLE6
Container Type Rewritable Tape

4 E Volume Sets Location Library 1 slot 1
4 E SOFSBAEE-00000000 Mount Cycles 13
4 #% S9FBBAEE-DODDO000-SAE2SFEG || oSt aler None
#» Barcode:02536BL6 Eacinied 4/26/2018 9:23:39 AM
4 [ Blank Cartridges Verify Status Mone
E Quarantined Objects 0.0% used (2440GE free out of 2440GE)
b [&] Cleaning Cartridges Overhead: none

i J Diagnostics Info | Update

Export Reformat

7.4.10 Verifying Cartridges

The verify function performs a block level check of data written to an LTO tape cartridge, and is
useful for checking the integrity of the LTO Tape cartridge and LTO Tape Drive hardware. This is
not supported for ODA hardware.

To Verify the Data on a Cartridge

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section
Expand the required Volume Set to show the Volumes that are allocated to it.
4. Rightclick on the cartridge and select Verify.

w
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Tiered Storage Management Console
File Action View Help
&= 7

Storage Management Conscle
= Information  Identity
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Mount Cycl 110
4[] 59FEB4EE-00000000 e
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b [e] Blank Write protect 4262018 9:23:39 AM
b [&] Quara Export Mone
i A0GE free oul of 2440GE
I E Cleani Reformat )
- . e
b p Diagnost Finalize

| Verify Q

Rebuild Catalog

Import Folder Structure
Import Data
Volume Statistics

View »

Rename

Help

Export Reformat

7.4.11 Reformatting Rewritable LTO or ODA Cartridges

Reformatting a rewritable LTO or ODA cartridge erases all the data that is stored on the cartridge
and moves the cartridge into the Blank Cartridge Set. When a cartridge is reformatted, files that
are stored only on that cartridge (i.e. when there is no replica available and files have been
flushed from the cache disk) are made inaccessible. Files that were recorded on the cartridge will
be shown in History Explorer as: "Offline/archived (unknown volume)"

Some drives do not support all of the possible reformatting functions; in these cases, only the
options that are supported by the drive are presented via the Tiered Storage Management
Console.

To Reformat a Rewritable Cartridge:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Expand the required Volume Set to show the Volumes that are allocated to it.

4. Click on a cartridge, then click Reformat in the right pane, or, right-click on the Volume
and select Reformat.

w
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5. Choose areformat option.

o Mark as Blank will instruct the system to treat the cartridge as blank, and move it
to the Blank Cartridge Set. However, it will not be overwritten until it is assigned
to anew Volume Set. Up to that point, the data may be retrieved by exporting
and then re-importing the cartridge.

o Quick Erase writes an end of data mark at or near the beginning of the cartridge
(thereby marking the rest of the cartridge blank). This operation does not
physically overwrite the data on the cartridge. However, once this operation has
been performed it is not possible to recover data using standard utilities.

o Long Erase overwrites all the data on the cartridge. This can be atime consuming
operation but it provides a good degree of certainty that the data on the cartridge
cannot be recovered.

o Overwrite existing data uses write commands to overwrite all the data recorded
on the cartridge with a different data pattern than that used by long erase. Using
this operation followed by a long erase command thoroughly overwrites all the
data on the cartridge. Used mainly for very sensitive applications.

Note that not all reformat options are supported by all hardware. If a particular option is not
visible then your hardware does not support that particular operation.

Tiered Storage Management Console -
File Action View Help
«= o

Storage Management Console
=k Information  Identity

4 {} Configuration

. Container |dentity Barcode:02536BL5
A @ File Groups Locati Lib 1 slot 1
[fj Default ocation ibrary 1 slof
b @ Volume Sets Iflﬂol.:nlll::{ﬂﬁs 111
a [l Operation : “—
4 [F] Volume Sets Reformat cartridge 018 9:23:39 AM
4[] 59FBBAEE-00000000 | Are you sure you want to remove this oK
#» Barcode:02532661 container and destroy all the data it —_—
tains?

[+ E Blank Cartridges coniams Cancel

[+ E Cuarantined Objects

[+ E Cleaning Cartridges Quick erase

b JP Diagnostics Long erase
=i Owverwrite existing data

_Upcate |

Export Reformat
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7.4.12 Exporting Cartridges from an LTO or ODA Library

Cartridges should be exported from a robotic library using the Tiered Storage Management
Console as described below and not by using the front panel of the library, or library web
interface.

To Export a Data Cartridge

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Expand the required Volume Set to show the Volumes that are allocated to it.

4. Click on the Cartridge to be exported, then click Export in the right pane of the
console, or right-click the cartridge in the left pane and select Export.

w

Tiered Storage Management Console I;li-

File Action View Help

@ 7[m

Storage Management Conscle
= Information  Identity
“ {} %nsllguGratmn Container ldentity Barcode:02536BL5
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% Barcode:02536BL6 0.0% used (2440GE free out of 2440GE)
B E Blank Cartridges Write protect

b [o] Quarantined Objects
[+ E Cleaning Cartridges
[ ﬁ Diagnostics

Export

Reformat

Finalize

Verify

Rebuild Catalog
Import Folder Structure
Import Data

Yolume Statistics

View * | Reformat

Rename

Help

The selected data cartridge will be moved to one of the robotic library mail slots (often called 1/0
slots or I/E Elements).

Note: When using a stand-alone tape or optical drive, a cartridge may be exported (ejected)
either by using the procedure described above or by pressing the drive eject button.
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7.4.13 Scanning for Azure Containers Created by Other Systems

This operation will identify any containers that have been created in the accessible Azure Storage
Accounts by another system including by another XenData Cloud File Gateway or by a third party
application. Scanning is performed as follows:

1. Expand the Diagnostics section in the left pane of the Tiered Storage Management
Console

2. Right click on the Storage Account

3. Click on Scan for new Blob Containers

Management Console b — O >
File Action View Help
e | a5 =
Management Console Marrie
vBEx : ] @File Groups
ﬂ- Configuration @‘u‘ulume Gt
L1l Operation
v ﬁ Diagnostics
StDrE!" e
L Systes Scan for new Blob Containers
E] Syster Help
£ >

Containers created by a third party application will be displayed as Volumes added to a Volume
Set with a name starting with FFFFFFFF. If created by another instance of the Cloud File Gateway,
Volumes will be shown in a Volume Set with the same name as the Volume Set created by the
other gateway instance.

Note that when the Archive Series software starts up, for example when the machine reboots, it

scans the object storage accounts available and identifies any new containers and adds them as
Volumes in the console avoiding the need to use the scan operation described here.
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7.4.14 Deleting an Azure Container

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Right click on the Volume to be deleted

Click on Delete Container

Click OK to delete the container
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Note: applicable to systems with multiple Cloud File Gateway instances: only Volumes created by
this instance of the Cloud File Gateway can be deleted.

7.4.15 Rebuilding Volume Contents Catalogs

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Rightclick on the Volume to be rebuilt

4. Click on Rebuild Catalog

This operation is useful when importing files written to Azure Blob Storage written by another
system. Its operation will update the Volume Catalog for the selected Volume. It will not change
the file contents.

For more information please refer to Importing Files Written to Azure Blob Storage by Another
System .

7.4.16 Import Folder Structure

The Import Folder Structure operation is applied to an individual Volume or to all the Volumes in
a Volume Set and it updates the file-folder interface with the file structure defined in the
Volume Catalogs for the applicable Volumes. New files appear in the file-folder interface as
‘'offline’.

Perform the Import Folder Structure operation for a selected Volume as follows:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Expand the required Volume Set

Right click on the required Volume

Click on Import Folder Structure
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Perform the Import Folder Structure operation for all the Volumes in a selected Volume Set as
follows:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Right click on the required Volume Set

4. Click on Import Folder Structure

w

7.4.17 Import Data

The Import Data operation is applied to an individual Volume or to all the Volumes in a Volume
Set. It updates the file-folder interface with the file structure defined in the Volume catalogs for
the Volumes and it also selectively stores file instances on the disk cache in accordance with the
Disk Retention Rules for written files.

Perform the Import Data operation for a selected Volume as follows:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Expand the required Volume Set

Right click on the required Volume

Click on Import Data

AN

Perform the Import Data operation for all the Volumes in a selected Volume Set as follows:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Right click on the required Volume Set

4. Click on Import Data

w

7.4.18 Repacking Volumes

Repack is an operation which copies files from one Volume to another, omitting deleted files and
old versions of files. The operation may be performed only on Volumes that are not writable,
such as full, finalized and write-protected Volumes. For rewritable LTO and ODA cartridges, it can
be used to recover space that is consumed by old versions of files that have been overwritten or
deleted, and it is also used to move data from one storage type to another. For example, repack
can be used to migrate files from LTO to Azure Blob Storage or from an older generation LTO
cartridge to the latest generation.
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The repack operation performs the following:

¢+ Files that are currently accessible via the Windows file system are copied from the
selected Volume. Deleted files and old versions of files are not copied.

¢ These files are copied to target destinations defined by the current File Group rules. A
File Group rule must exist for all files that are stored on the Volume that is being
repacked.

+*» When all the files on the Volume have been successfully repacked, the repacked
cartridges are moved to the Quarantined Object Set.

If the File Group rules have not changed since the files were first written to the repacked Volume,
they will be repacked to the same Volume Set.

LTO and ODA Hardware Requirements

The repack operation cannot be performed on an archive without a library and only one
standalone drive. However, it can be performed on an archive system with a robotic library having
only one drive but this might be a very slow operation.

To Repack a Volume

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Expand the required Volume Set to show the Volumes that are allocated to it.

4. Right-click on the Volume to be repacked, and ensure that it is not writable. If itis
writable, then write-protectit.

5. Select Repack.

w
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Tiered Storage Management Console I;li-
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7.4.19 Cancel Volume Repack
The Repack operation, described here may take many hours to complete. The operation can be
canceled and restarted at a later time. When the repack operation is running, a progress box is

displayed as shown below and the operation can be canceled by clicking Cancel.

Note that if a canceled Repack operation is restarted at a later time, it will resume from where it
was previously canceled.
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Repack 59FSE4EE-00000000-5AE36120

a 3101 1000ZME

Files Eytes
Processed 32 313 GB
Written to new volumes 30 293 GB
Previously rearchived ] 0 bytes
Cld filesifversions ] 0 bytes
Cancel

7.4.20 Removing Information about a Cartridge from the System

If a cartridge is permanently moved to a different location, it might be convenient to remove
information relating to that cartridge from the system. It is necessary to do this when replacing a
damaged data cartridge in a replica set. This is called "Forgetting" a cartridge.

To Forget a Cartridge

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Expand the required Volume Set

Right click on the required Volume

Click on Forget this cartridge
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7.4.21 Replacing a Missing Replica Cartridge

If Replication is enabled for an LTO Volume Set then files are automatically written to two or
more replica cartridges. If a replica cartridge becomes lost or damaged, it can be replaced using
the Add missing replica operation. However, before this operation can be used, the system must
be instructed to forget the missing LTO cartridge.

To Add a Missing Replica

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Expand the required Volume Set

Right click on the required Volume

Click on Add missing replica

AR
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7.4.22 The Blank Cartridge Set

The Blank Cartridge Set is a special Volume Set that contains data cartridges that have been
imported into a robotic LTO or ODA library or inserted into a stand-alone drive but are not yet
allocated to an operational Volume Set. These may be new (unused) cartridges or rewritable
cartridges that have been reformatted by the user. Cartridges in the Blank Cartridge Set are
allocated to an operational Volume Set either manually by the user or automatically as defined by
the Volume Set configuration setting.

7.4.23 Cleaning LTO Drives
LTO tape drives require periodic cleaning which is performed by inserting a cleaning cartridge in the

drive. Normally, a drive will issue a request for cleaning at the appropriate time and in the case of drives
within robotic libraries, the Archive Series software responds to these requests by inserting a cleaning

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



7. Administering the System

cartridge in the drive. In the case of stand-alone tape drives or if no cleaning cartridge is available in a
library, the system will put a message in the Windows Event Log and in the Tiered Storage Management
Console identifying that the drive requires cleaning.

If required, you can manually clean a drive within a robotic library as follows:
To Manually Clean an LTO Drive within a Library

1. Expand the Diagnostics section in the left pane of the Tiered Storage Management
Console

2. Expand the Library section and find the appropriate drive.

3. Right-click on the drive and select Clean.

Tiered Storage |
File Action View Help

& | 2 [m]
Storage Management Console
4 E K
= {:} Configuration
t- 1] Operation
A ﬁ Diagnostics
Standalone Drives

Storage Account jeff02
A Library 1

[=] Drive
=l Drive | Clean
h S‘_‘,."StEI"I"I T Dizable
] System View N
Help

7.4.24 Displaying Information about Cleaning Cartridges

XenData Archive Series software recognizes LTO cleaning cartridges and displays information about
them in the Operation section of the Tiered Storage Management Console as illustrated below.

Cleaning cartridges are used to clean LTO drives when necessary. The Archive Series software detects
when drive cleaning is required and, in the case of tape drives within robotic libraries, automatically
cleans the drive if a cleaning cartridge is available.

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



7. Administering the System

Tiered Storage Management Conscle
Eile  Action Miew Help
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7.4.25 Quarantined Object Set

Quarantined Objects is a special Volume Set that contains Azure Blob Containers or data cartridges
that have been imported into a robotic library or inserted into a drive but for some reason cannot currently
be used by the system. This may be because the contents have been repacked, because a data
cartridge has previously been formatted by an incompatible application (such as a backup application) or
because an error occurred while the system was trying to identify the contents of the container or data
cartridge.

Quarantined data cartridges must be reformatted before they can be used by the system.

Tiered Storage Management Console - |B -
Eile Action View Help
+=| = B

Storage Management Conscle Quarantined Objects
ERE=RA
[ {:} Configuration
4 Operation
I @ Volume Sets
4 E Blank Cartridges
E Quarantined Objects
3 E Cleaning Cartridges
[+ ﬁ Diagnostics

Name Reason Quarantined
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7.4.26 Obtaining Volume Statistics

To obtain statistics for a Volume:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

Right click on the Volume to be selected

4. Click on Volume Statistics

w

7.4.27 Write Protecting a Volume

There may be circumstances when you want to stop the system from writing data to a particular
Volume before it becomes full. This can be achieved by write protecting the Volume. If all the
Volumesin a Volume Set are full, finalized or write-protected, you will have to add a new
Volume before more data can be written to the Volume Set. This is described in Adding a
Volume.

To write protect a Volume:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

2. Expand the Volume Sets section

3. Rightclick on the Volume to be write protected

4. Click on Write protect

Note applicable to systems with multiple Cloud File Gateway instances: only Volumes created by
this instance of the Cloud File Gateway can be write protected.

7.4.28 Finalizing Volumes

LTO Volumes formatted using the TAR file system, ODA WORM cartridges and Azure containers
may be Finalized. To Finalize a Volume:

1. Expand the Operation section in the left pane of the Tiered Storage Management
Console

Expand the Volume Sets section

Right click on the Volume to be Finalized

Click on Finalize

Click OK to Finalize the Volume
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Note applicable to systems with multiple Cloud File Gateway instances: only Volumes created by
this instance of the Cloud File Gateway can be Finalized.
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7.5 File Groups

A File Group is a collection of files that all have the same file management policy and
consequently are all treated in the same way by the system. Files are assigned to a File Group on
the basis of their name and path.

After initial installation of the Archive Series software, the system is configured with a single File
Group called "Default". Typically, the administrator will set policies for the Default File Group and
perhaps create new File Groups, as described in Creating a New File Group.

7.5.1 Creating a New File Group

To create a new File Group:

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

Right click on File Groups

Click New File Group

Enter a name for the new File Group

Click OK
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It should then be edited as described in Allocating Files to a File Group, Selecting a Volume Set
for a File Group, Selecting Disk Retention Rules and File Group Advanced Options.

7.5.2 Renaming a File Group

To rename a File Group, as displayed in the Tiered Storage Management Console:

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

Expand the File Groups section

Right click on the File Group to be renamed

Click Rename

Enter the new name for the File Group
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7.5.3  Changing the Order of File Groups

The order of File Groups in the Tiered Storage Management Console is important because an
individual file can be allocated to only one File Group and the allocation rules are applied in the
order that the File Groups appearin the left pane of the console with files being allocated to the
uppermost applicable File Group.
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1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the File Groups section

Right click on a File Group to move it up or down

4. Click either Move Up or Move Down
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7.5.4  Allocating Files to a File Group

Files are allocated to File Groups based on their folder name, file name, extension or a
combination of these. To allocate files to a File Group:

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the File Groups section

3. Click on aFile Group to display configuration options in the right pane

EManagement Console

File Action

o= 5w B

View Help

Management Console
vEXx
v 'ﬂ' Configuration
v @ File Groups
[a cloud_only

[a local_only
v @ Volume Sets

E Azure VolSet
E FFFFFFFF-00000003
il Operation
v P Diagnostics
Storage Account pasdemoTwest2
lead System Tasks

@ System

Configuration of File Group cloud_only

Filz name or path pattern
[\cloud\ _.\*

Exclude pattern

Volume Set
| Azure VolSet [v]

Disk retention rules

Flush written files from disk
'@:‘ When the file has been fully written
O after

Flush read files from disk
®) As soon as the file is closed

—~
9]

-, L After it
= =
() (o)
. \.)

Advanced |

4. Update the File name, or path pattern box with text to select the required files using
the conventions described below
5. If required, update the Exclude pattern box using the conventions described below

6. Click Apply

Standard file name and wild card conventions (such as "*" and "?") may be used within the
pattern match. As an extension to normal pattern matching syntax, the special folder wild card ...
can be used to match all sub-folders. The system supports multiple patterns per File Group,
separated by semicolons. Some example file name or path patterns are:
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¢ *.mov selects files with the extension .mov for the File Group.

% abc???.mov selects files that start with abc, have the extension .mov and have a total
of six characters before the extension.

+ \Images\* selects files that are in the folder \Images.
< \Images\...\* selects files that are in the folder \Images or any of its sub-folders.

+ \Images\...\*.mov selects files with the extension .mov that are in the folder \Images
or any of its sub-folders.

The order of File Groups in the left pane of the console is important and affects how files are
allocated to File Groups (see Changing the Order of File Groups).

Note that if there is no matching File Group for a file, the system blocks opening or creation of the
file and returns an error to the application that tried to use the file.

7.5.5 Examples of Allocating Files to a File Group

The easiest way to illustrate how to allocate files to File Groups is by way of examples and a
number of these are given below. In each case, files are allocated to three different File Groups.

Example 1: One File Group contains all files with names ending in “.tif”; a second File Group is for
all files with names ending in “.txt”; and a third File Group contains all other files.

File Group 1 File name or path pattern: * tif
Exclude pattern:

File Group 2 File name or path pattern: * txt
Exclude pattern:

File Group 3 File name or path pattern: *

Exclude pattern:

In this example, no path has been specified and consequently the file name rules apply to all files
written to the logical drive letter managed by the XenData Archive Series software, no matter
which folderis used.

Note that the “Exclude pattern” boxes are empty in this example. Note also that we used “*”
rather than “*.*” in File Group 3 to ensure that all files are included in the File Group including
those without a name extension.

Example 2: One File Group contains all files written to a folder at the root called “\project01\”;
another contains all files written to a folder called “\project02\”; and a third File Group contains

all other files.

File Group 1 File name or path pattern: \project01\*

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



7. Administering the System

Exclude pattern:

File Group 2 File name or path pattern: \project02\*
Exclude pattern:
File Group 3 File name or path pattern: *

Exclude pattern:

Example 3: This is similar to example 2, but additionally includes all sub-folders of project01 and
project02. One File Group contains all files written to “\projectO1\” and its sub-folders; another
contains all files written to “\project02\” and its sub-folders; and a third File Group contains all
other files.

File Group 1 File name or path pattern: \projectO1\...\*
Exclude pattern:

File Group 2 File name or path pattern: \project02\...\*
Exclude pattern:

File Group 3 File name or path pattern: *

Exclude pattern:

Note that In this example, the use of the special pattern “...\” denotes the specified path and all
folders below it.

Example 4: This is similar to example 3, but all temporary files are excluded from the first two File
Groups by using the “Exclude pattern”. Consequently, all file names endingin “.tmp” are
allocated to the third File Group.

File Group 1 File name or path pattern: \project01\...\*
Exclude pattern: *.tmp

File Group 2 File name or path pattern: \project02\...\*
Exclude pattern: *.tmp

File Group 3 File name or path pattern: *

Exclude pattern:

Example 5: This is similar to example 4, where all temporary files are excluded from the first two
File Groups by using the exclude pattern. As with example 4, all file names endingin “.tmp” are

allocated to the third File Group. However, the administrator has not configured a ‘catch-all’ File
Group rule at the bottom of the File Group list. In this example the system will not allow writing
of files unless either they are written to the folders project01\, project02\ or their sub-folders or

the file extensionis “.tmp”.

File Group 1 File name or path pattern:
Exclude pattern: *.tmp

File Group 2 File name or path pattern:
Exclude pattern: *.tmp

File Group 3 File name or path pattern:

Exclude pattern:

\projectO1\...\*
\ project02\...\*

*tmp
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Example 6: This example illustrates the importance of the order of File Group rules.

File Group 1 File name or path pattern: \project01\*
Exclude pattern:

File Group 2 File name or path pattern: *tmp
Exclude pattern:

File Group 3 File name or path pattern: *

Exclude pattern:

In this example, files with a ".tmp" extension in folder project01 are allocated to the same File
Group as the otherfiles in this folder. If the order of the first two rules was changed, files ending
in".tmp" would be allocated to the same File Group as the ".tmp" files in the other folders.

7.5.6  Selecting Storage Options for a File Group

To Select Storage Options for a File Group

1. Expand the Configuration and File Groups section in the left pane of the Tiered
Storage Management Console.

2. Navigate to the File group.

3. Determine whether files in the File Group are to be saved to a Volume Set. If so,
select the required Volume Set from the Volume Set drop-down menu. Otherwise,
select None from the Volume Set drop-down menu.

4. Inthe case of saving to an LTO Volume Set, determine whether or not file
fragmentation is required and enable if appropriate. If you enable file fragmentation,
the fragment size must be defined. Recommended fragment sizes depend on the
application and LTO drive transfer rates but it will typically be 10 GB or larger.

5. Iffiles are being saved to a Volume Set, determine whether to use file flushing to
save space on the cache disk. If file flushing is to be used, configure the Disk
Retention Rules.

6. If appropriate, click on the Advanced button near the bottom of the screen and make
additional selections.

7. Click Apply
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Tiered Storage Management Conscle
File Action View Help
= 2n[E X

Storage Management Console

Configuration of File Group Low-res

4= K
4 {:} Configuration File name or path pattern

P @ File Groups |”.m4v Fragmented file support
[ﬁ Low-res |:| Enable file fragmentation
[a Hi-res Exclude pattern
[0 All other files |

A @ VYolume Sets Volume Set
[] LTO-6 Replicated [LTO-6 Replicated ]

4 1] Operation
4 @ Volume Sets
A E LTO-6 Replicated [ Flush iritten files from disk [ Fiush read files from disk

#» Barcode:02536BL6 ;
I+ E Blank Cartridges ) liﬂ ® ;.2
b [=] Quarantined Objects = (a) e

(®)
[ E Cleaning Cartridges

I+ Diagnostics
4 Advanced Apply | Cancel

Disk retention rules

7.5.7 Selecting a Volume Set for a File Group

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

Expand the File Groups section

Click on the applicable File Group to display configuration options in the right pane
Select the required Volume Set from the drop-down options in the Volume Set box
Click Apply

vk wnN

Note that if the files allocated to the File Group are to be saved only on the cache disk, select
None as the Volume Set option, as illustrated below.
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Management Console i — | *

File Action View Help
&= 5 HE

Management Conscle . .
v B Configuration of File Group local_only
“ ﬂ- Configuration File name ar path pattern
v [ File Groups [wocan. v — Fragmented file support -
@ cloud_only Exchite patlerit L] Enable file fragmentation
[[’j local_only
[fj cloud_local | [ LS i A
@ Volurne Sets Volume Set )
- 1l Operation | None [~
JP Diagnostics - Disk retention rules
® days ® days
Advanced Lpp |
< >

7.5.8 Selecting File Fragmentation

File fragmentation is an option applicable to File Groups that write to LTO Volume Sets. It should
be enabled to support partial file restores (PFR) from LTO cartridges and/or to support spanning
of very large files across LTO cartridges.

Enable file fragmentation as described in Selecting Storage Options for a File Group.

7.5.9 Selecting Disk Retention Rules

You can configure the system such that, after a file has been securely written to a Volume Set, the
instance stored on disk will be flushed to release the disk space occupied by the file. Flush
functionality is enabled by configuring the Disk retention rules in the File Group configuration
options. The Disk retention rules are only available for File Groups where the files are stored on a
Volume Set.

Characteristics of flushed files are as follows:

¢ Flushing from the cache disk does not affect the presence and location of a file within
the file system.
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¢ File properties - including file size, modification date etc. - do not change, except that
the Windows offline attribute bit is set.

+* Flushed files are restored from LTO, ODA or Azure Blob Storage by simply reading the
file.

To configure disk retention rules:

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

Expand the File Groups section

Click on the applicable File Group to display configuration options in the right pane
Make settings in the Disk retention rules box as described below.

Click Apply

AR

Examples of common disk retention rules settings are given below:

¢ Files are retained on disk indefinitely. Deselect both Flush written files from disk and
Flush read files from disk as shown below.

Dizk retention rules

[ Flush written files from disk ] Flush read files from disk
P! £ - A
@ anier £ Shons ® ane O

A -.-" 'x!.-'

++ Files are flushed immediately after writing to a Volume Set and remain flushed after
reading. Select Flush written files from disk and When the file has been fully written.
Also select Flush read files from disk and As soon as the file is closed as shown below.

Dizk retention rules -

Flush written files from disk Flush read files from disk
'@' When the file has been fully written ®) A5 200n as the file i= closed
':_:' After ] b/ hot ':_:' After e

+* Files are flushed a preset length of time after being writing or last read. Select Flush
written files from disk and After a choose a number of hours or days. Also select Flush
read files from disk and After the same number of chosen hours or days. With these
options selected, files are retained on cache disk for the defined length of time after
they were written or last read. This is illustrated below with options selected to keep
files on disk for 60 days after first written or last read.
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Dizk retention rules-

Flush written files from disk Flush read files from disk
:_: When the file has been fully written ':::' As soon as the file is closed

'@-‘ After JE‘:' ';E' hours '@' After 455 ':::’ hours
® days ®) days

¢ Files are flushed a preset length of time after writing orimmediately after being read.
Select Flush written files from disk and After, choose a number of hours or days. Also
deselect Flush read files from disk. With these options selected, files are retained on
disk for the defined length of time after they were written or they are flushed
immediately after being read for the first time, which ever happens sooner.

+» Files are retained on disk until they are first read. Deselect Flush written files from
disk and select Flush read files from disk. Also select As soon as the file is closed. With
these options selected, files are retained on disk until they are first read after which
they are flushed.

7.5.10 Changing Disk Retention Rules

You may change Disk Retention Rules for a File Group at any time during system operation. If the
rules are changed, the new rules apply to all files in the File Group, not just to new files that are
created after the rule change is implemented. Thus, if a system is running short of space on the
cache disk, you can change retention rules to keep files for a shorter length of time and the
system will immediately start to free space by flushing old files.

7.5.11 File Group Advanced Options

To configure advanced File Group options:

1. Expand the Configuration section in the left pane of the Tiered Storage Management
Console

2. Expand the File Groups section

Click on the applicable File Group to display configuration options in the right pane

4. Click Advanced which will display the advanced File Group options window, as
illustrated below

5. Configure required advanced options

6. Click Apply

w
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Advanced File Group options x

|:| Keep all versions on disk. Allow file fragments to span more than one
Volume.

|:| Do not preserve history for deleted files. |:| Write file fragments as soon as they are complete.

Use a background process to write existing files to |:| Force the first read of a file o come from the
a new Volume Set if updated File Group rules Volume to which it is written.
apply. (May negatively affect performance)

Usze a compact metadata representation. {Rarely |:| Make files read only.
applicable)

] Cancel

A description of the available options is given below:

*
°

*
°

Keep all versions on disk. Default behavior for the system is to keep only the latest
version of a file on disk. Selecting Keep all versions on disk changes this behavior so
that all old versions of a file are retained on disk.

Do not preserve history for deleted files. In normal operation, the software maintains
version history of files under its control. Maintaining a file's history consumes space
on disk (for metadata) and if the system is maintaining metadata for a very large
number of deleted files, the space consumed may become unacceptably large.
Selecting this option removes the metadata for subsequently deleted files.

Use a background process to write existing files to a new Volume Set if updated File
Group rules apply. This is a useful option if a File Group setting initially only stored
files on disk due to the selected Volume Set having been configured to None and
then the Volume Set setting was changed to save files to LTO, ODA or Azure Blob
Storage. Note that this setting will likely impact performance and should not be
enabled permanently.

Use a compact metadata representation. This saves space by reducing the amount of
information retained for the History Explorer. It only saves space if avery large
number of versions of afile are created.

Allow file fragments to span more than one volume. This option is applicable when
file fragmentation is enabled. It determines whether or not an individual file's
fragments may be written so as to span across multiple Volumes. When this option is
not enabled, all file fragments for a particular version of a file will be written to the
same Volume.
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¢ Write file fragments as soon as they are complete. In normal operation, the software
writes files to the designated Volume Set after the whole file has been written to disk
and the file has been closed. Sometimes there is a requirement to write data to the
Volume Set as soon as the application has finished writing each fragment, rather than
waiting for the application to write the entire file. This can be achieved by enabling
file fragmentation and selecting this advanced option. File fragmentation must be
enabled for this option and normally file fragmentation is applicable only when
writing to LTO Volume Sets.

*» Force the first read of afile after it is written to come from the Volume to which it is
written. Some applications employ a read-after-write check to verify the integrity of
data written. However, the default behavior of the system is always to read data from
the fastest available location. For data that has just been written to the system, this
will usually be the cache disk (or even an intermediate RAM cache). This option forces
data to be read from the LTO, ODA or Azure Blob Storage, even if it is available from
cache disk, thereby allowing applications to verify the integrity of data written to LTO,
ODA or Azure Blob Storage. Note that only the first read is forced to come from the
LTO, ODA or Azure Blob Storage; subsequent reads will be satisfied from the cache
disk if possible.

¢ Make files read-only. This option forces all files in the File Group to be permanently
"read-only". This read-only attribute cannot be changed after a file has been created.
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File Explorer Extensions

On the computer running Archive Series software, the capabilities of Windows File Explorer are
extended to provide the following functionality:

«* Flushing of Files and Folders
«» Pre-fetching of Files and Folders

/7

+* Smart Copy and Paste
«» Enhanced Properties
«* Volume View

¢ History Explorer

8.1 Flushing of Files and Folders

Selected files and the contents of selected folders can be flushed from the disk cache using the
Windows Explorer Flush option. Flushing will only occur for files that have been successfully
written to LTO, ODA or Azure Blob Storage. The Explorer Flush option overrides the Disk
Retention Rules described in Selecting Disk Retention Rules.

Note that with all flushing operations, the file remains in the Windows file system; the flush
operation causes the file data to be removed from the disk cache, but the file is still visible and
accessible to applications by restoring from LTO, ODA or Azure Blob Storage. The Windows offline
attribute is set for all files that have been flushed.

To flush files using File Explorer:

1. Open Windows File Explorer on the computer running the Archive Series software or
a connected client running the Client Utilities.

2. Select and then right-click on the required files and folders.

3. Select Flush.

Windows File Explorer sometimes spontaneously reads files after a flush operation. If the

applicable disk retention rules defined in the Tiered Storage Management Console are not set to
flush immediately after a file is closed, this will resultin the file being fetched back to disk.

8.2 Pre-fetching of Files and Folders

Selected files and the contents of selected folders can be pre-fetched to the cache disk cache
using the Windows File Explorer Prefetch option. The Explorer Prefetch option overrides the Disk
Retention Rules described in Selecting Disk Retention Rules. Pre-fetched files will remain on the
cache disk until they have been read (when the Flush read files from disk Retention Rule will be
applied) or until they are manually Flushed using Windows File Explorer as described in Flushing
of Files and Folders.

To prefetch files using Windows File Explorer:
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1. Open Windows File Explorer on the computer running the Archive Series software or
a connected client running the Client Utilities.

2. Select and then right-click on the required files and folders.

3. Select Prefetch.

Windows File Explorer sometimes spontaneously reads files after a pre-fetch operation. If the
disk retention rules defined in the Tiered Storage Management Console are set to flush after a
file is closed, this will result in this file being flushed from the disk cache.

Note that when using Windows File Explorer on the computer running the Archive Series
software and if only a single file is selected, a Recall option is also available. This is similar to the
Prefetch operation but additionally provides an on-screen display of any applicable error
messages.

8.3 Smart Copy and Paste

Smart Copy and Paste is a function useful to users running the LTO Edition of Archive Series
software. It restores files in an optimized order from LTO or ODA cartridges. It offers no significant
benefit when restoring from Azure blob storage.

The standard copy and paste operations available within Windows File Explorer restore files in an
order which does not take into account the location of the files on data cartridges. When multiple
files are being restored, this can cause considerable delays due to excessive cartridge swap
operations and non-optimal restore order of files within an individual cartridge. The Smart Copy
and Paste functions offer two alternative methods for restoring selected files from tiered storage
in an optimized order which minimizes total restore time from LTO or ODA cartridges.

To Restore Files using Smart Paste:

Open Windows File Explorer

Select and then right-click on the required files and folders.
Select Copy

Select the location to paste the copied files and folders.
Right-click and select Smart Paste

ARSI S o

To Restore Files using Smart Copy

1. Open Windows File Explorer

2. Select, right-click and drag the selected files and folders to the required restore
location.

3. Unclick and then select Smart Copy.
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8.4 Enhanced Properties

Enhanced properties are available for the logical drive managed by the Archive Series software as
described below.

To obtain Enhanced Properties:
1. Open Windows File Explorer on the computer running the Archive Series software.

2. Rightclick on the logical drive letter under XenData control.
3. Select Properties and then select the XenData tab.

8.5 Volume View

Volume View is used to browse the contents of any Volume that the system knows about.
To browse with Volume View using Windows File Explorer:
1. Open Windows File Explorer on the computer running the Archive Series software.

2. Select Volume View in the left navigational pane.
3. Browse the Volume View.

8.6  History Explorer

History Exploreris used with the LTO Edition of Archive Series software and the Optical Disc
Archive Extension to obtain the complete history and status of any file that the system knows
about. It lists all available versions of all files, all file instances and their cartridge locations,
including deleted and renamed files. It also allows the retrieval of old, overwritten or deleted file
versions.

The default behavior of the Cloud File Gateway Extension does not retain old file versions and
deleted files on Azure Blob Storage. However, it may be configured to retain old versions of files
and deleted files via a registry setting. In this case, History Explorer may be used to obtain the
complete history and status of any file written to Blob Storage, as it does for files written to LTO
or ODA cartridges.

To browse with History Explorer
1. Open Windows File Explorer.
2. Select History Explorer in the left navigational pane.

3. Browse the file system.

History Explorer allows you to browse the logical drive managed by the XenData software and will
show current (i.e. non-deleted) and deleted files. Any deleted files are shown as greyed out.
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For the logical drive managed by XenData, Archive Series software adds a XenData tab to afile's
properties dialog when browsing using either the standard Windows File Explorer view or using
History Explorer. The XenData tab will identify all file versions and by clicking a version to
highlight it and then clicking Open or Copy, that file version may be opened or copied to another

storage location.

To view the versions of a file for either current or deleted files:

Open Windows File Explorer.
Browse the file system.

Select Properties.
Select the XenData tab.

ok wnrE

Select History Explorer in the left navigational pane.

Select and then right-click on the required file.

] 0000001.dat Properties

xenData
File generation ]
File version 5
Mumber of fragments 1
Mearline (archived (Barcode:025366L6) Media map

Date modified Size
Friday, April 27, 2018 9:45 PM 1024 MB
Friday, April 27, 2015 9:42 PM 1024 MB
Friday, April 27, 2015 9:40 PM 1024 MB
Friday, April 27, 2018 9:33 PM 1024 MB
Friday, April 27, 2015 9:39 PM 1024 MB
Open Copy
QK. | | Cancel Apply

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



8. File Explorer Extensions

To open an old version of afile:

1. View the file versions as described above.

Click on the required version of the file.

3. Click Open. (Note: the Open option is not available for all file types because not all
applications support the required interaction with the Archive Series Windows
Explorer extension.)

N

To restore an old version of afile:

View the file versions as described above.

Click on the required version of the file.

Click Copy.

Use Windows Explorer to paste the file to the required storage location.

HwnN PR
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Metadata Backup

The Metadata Backup program backs up and restores:
+* File system metadata which is stored on the cache disk
+* The State File which contains Volume information and the Tiered Storage
Management Console settings, including File Group and Volume Set configuration
settings.

9.1 About Metadata Backup

If a XenData Archive Series system has to be rebuilt, perhaps due to failure of the cache disk, the
file system metadata may be rebuilt by using the Build Catalog, Import Folder Structure and
Import Data functions available in the Tiered Storage Management Console. However, this can be
alengthy process for a system with a large number of Volumes. The Metadata Backup program
speeds up the process of rebuilding the data on disk by restoring the file system metadata and
State File to the condition they were in at the time of the metadata backup. This means that the
Build Catalog and Import Folder Structure functions need only be used for Volumes which have
been written since the latest backup.

Metadata backups can be scheduled using the XenData Scheduler, as described in Scheduling
Metadata Backup.

9.2 Starting Metadata Backup

To start the program:
1. Click the Windows Starticon

2. Open the XenData program group
3. Click the XenData Metadata Backup entry in the list

9.3 Selecting Backup or Restore

The Metadata Backup program performs two types of operation:
+» Make backup - makes a backup of the metadata in the system in its current state. See
‘Making a Predefined backup’ or ‘Making a Custom Backup’ below.
+* Restore from backup — restores metadata from a backup file onto the cache disk
volume. See ‘Restore from backup’ below.

Select the desired option and click Next to continue.
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& Archive Metadata Backup

Backup or Restore

x|

*You can back up Archive file system metadata and the Archive state fle or restare from previous backups.

What do you wantto do?

& Make backup
(" Restore from backup

| MNext > Cancel

Help

9.4 Making a Predefined Backup

The instructions in this section describe how to perform a backup using one of the two
predefined backup types. The section Making a Custom Backup describes how to use the Let me

choose what to back up option to take more control over the backup. For example, a folder that is
only used for temporary files may be excluded from the backup if the files it contains will not be
required in future. Having started the Metadata Backup program and selected Make backup, click

Next.

] Archive Metadata Backup

What to Back Up
Select the scope of the backup

What do youwantto back up?

(" All metadata

Includes all ofthe metadata for the selected
logical drive

@ All metadata and state file

Also backs up the state file to preserve
configuration information

" Letme choose whatto back up

< Back | MNext = | Cancel

| Help |

There are two predefined backup types. All metadata will back up all the file system metadata,
and All metadata and XenData state file will also include the XenData state file.

1. Select All metadata or All metadata and XenData state file as appropriate.
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2. Click Next to continue.

1) Archive Metadata Backup -

Source and Target
Wenly the Archive logical dive to back up and select the target backup file,

Backup from:
3 =]
Backup to:
|C:"-.Emn1ple Directoryexample xdd| Browse
< Back Next > Cancel Help

1. Verify that the logical drive letter to be backed up is correct.

2. Specify the output path and file name. The output file name should be inserted in the
Backup to edit box. Click Browse to assist in specifying the path and file name.

3. Click Next to continue.

Archive Metadata Backup -

Confirm Details
Check that the details of the proposed action are comrect and then proceed.

Details of action to be taken

Action: Backup

Source:

Target: example xdd

Scope: All metadata and state file

The next page presents the details of the backup, and gives the option to go back and correct if
necessary.

1. Verify the backup details.
2. Click Backup to perform the backup.
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3. Aprogress dialog box appears that shows the backup progress, as illustrated below.

Badop progress 507 Files Processed

Progress

|D:"Lﬁes_1?95x1_0"|1453.btt

If the backup completed successfully, you will be presented with a confirmation page saying
Backup Complete. Click Finish to dismiss the dialog and exit the program.

Archive Metadata Backup -

Backup Complete

The backup has been completed
Chick Finish to close

9.5 Making a Custom Backup

The instructions in this section describe how to perform a partial metadata backup, selecting what
isincluded in the backup. For example, a folder only used for temporary files may be excluded
from the backup as the files it contains will not be needed following a system restore. Itis also
possible to create a sub-backup. This refers to creating a new backup file from an existing backup
where the new backup contains only selected folders from the original backup file.

¢+ Start the Metadata Backup program, select Make backup and click Next.
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3] Archive Metadata Backup

What to Back Up
Select the scope of the backup

¥YWhat do you want to back up?

" Al metadata
Includes all of the metadata for the selected
logical drive

" Al metadata and state file
Alzo backs up the state file to preserve
configuration information

' Let me choose what to back up

< Back Mext > Cancel Help

The option Let me choose what to back up provides control over which file system metadata is
backed up, and whether the XenData state file is also included.

1. Select Let me choose what to back up.
2. Click Next to continue.
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3] Archive Metadata Backup

Source and Target
YWerly the Archive logical drive to back up and select the target backup file.

Bacioup from:
* Live System:

X\ ~|
" Backup File:

[‘.-.:_' |
Backup to:

|C “Example Directony Example xdd Browse I

< Back Next > Cancel | Help ‘

If a sub-backup of an existing backup file is being made, an existing backup file should be
selected as the source (the same file cannot be used as the target backup file). The Browse
buttons can be used to assist in specifying the file.

1.
2.

»

Select Live System or Backup File as appropriate.

Either verify the logical drive letter or specify the backup file to use as a source, as
appropriate.

Specify the output file name.

Click Next to continue.
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3] Archive Metadata Backup

Custom Backup

Selsct the directones you wish o back up in the nes

=- ] Metac=a
O Friday
@[] Fr_1607
[ Mew folder
BB 1015334
- M
A2
B

H-[J TC 5336

< Back Mt Cancel Help

A folder which is to be included in the backup is marked with a black check mark, and one which is
to be ignored is left unchecked. A folder whose presence will be recorded but for which no file
system metadata will be saved is marked with a 'grayed out' check mark. Clicking on the "+" sign
expands a sub-folder tree, and clicking on a "-" sign collapses it.

1. Select and deselect folders in the tree as appropriate to indicate what should be
backed up.

2. Click Finish to continue.

&l Archive Metadata Backup [ x|

Confirm Details
Check. that the details of the proposed action are comect and then proceed.

Details of action to be taken

Action: Backup

Source: X\
Target: example xdd
Scope: Custom

Click to procesd

<Back | Backup> |  Cancel | Help |

This page presents the details of the backup, and gives the option to go back and correct if
necessary.
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1. Verify the backup details.
2. Click Backup to perform the backup.

A progress dialog box appears that shows the backup progress, as illustrated below.

Progress -

Backup progress 507 Files Processed

| D:\fles_1795x1_0\1453. txt

If the backup completed successfully, you will be presented with a confirmation page saying
Backup Complete. Click Finish to dismiss the dialog box and exit the program.

Archive Metadata Backup -
Backup Complete
The backup has been completed
Click Finish to close
| Finh Help

9.6 Restoring a Backup

The instructions in this section describe how to restore a selection of the file system metadatain
a backup file onto a live system, and/or restoring the XenData state file.

Either start the Metadata Backup program, select Restore from backup and click Next on the
starting page, or double click on a backup file (*.xdd) to display the Restore from backup prompt.
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Source and Target

restore ko,

3] Archive Metadata Backup

Choose the backup file to restore from and venlfy the Archive logical dive letter to

Restare from:

Restore to:

|C:"'.E:-carnp1= Directory\Example xdd|

|}(:‘~.

Restore options:

{* Ask before overwrte

< Back MNext

~

" Cwerwrite existing metadata
" Pregerve existing metadata

-

Browse I

There are three restore options:

<+ Overwrite existing metadata - always writes metadata from the backup onto the
cache disk, overwriting any metadata that is already present.

+»* Preserve existing metadata - will only write metadata for a particular file onto the
cache disk if no metadata for that file is already present.

R/

+» Ask before overwrite - asks whether to overwrite existing metadata for each file

whose metadata already exists, providing options to overwrite all of a certain
category (for example, overwrite metadata where the existing metadata on the cache

disk is currently invalid).

To restore a metadata backup:

1. Specify the input backup file to restore from, or verify that the correct file name has

been determined automatically.

2. Verify the logical drive letter to restore to.

w

Select the desired restore option.
4. Click Nextto continue
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3] Archive Metadata Backup

Select Files and Directones
Select the files and directanes you want to restore

¢~ [] State file [¥file1bds

=- ] Metadata [ fie2bd$
[ Fri_1607

] New folder

®- [ TC1533-A
] T7C1533-8

< Back Next = Cancel Help

A folder or file which is to be restored is marked with a black check mark, and one which is to be
ignored is left unchecked. A folder which needs to be traversed to reach checked items, but
which will not itself be included is marked with a 'grayed out' check mark. When a folder s
selected, the files within it are all selected by default, unless manually deselected.

Clicking on the "+" sign expands a sub-folder tree, and clicking on a "-" sign collapses it.

1. Selectand deselect folders and files in the tree as appropriate to indicate what should
be restored.

2. Click Nextto continue.
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3] Archive Metadata Backup

Confirm Details
Check that the details of the proposed action are correct and then proceed,

Details of action to be taken

Action: Restore

Source:  Example xdd

Target: KN

Scope: Custom

Details: Ask before overwriting metadata

<Back | Restoe> Cancedl |  Hep |

This page presents the details of the restore, and gives the option to go back and correct if
necessary.

1. Verify the restore details.
2. Click Restore to perform the restore.

A progress dialog box will appear so that you can check the status of the restore operation. If the
option to Ask before overwrite was selected during restore configuration, dialog boxes similar to
the one shown below might appear, asking if existing metadata should be overwritten, and giving
a category of file to consider - in this case where the original metadata is inconsistent. This gives
the option to deal with these cases on afile by file basis (Yes/No) or to specify what action should
be taken for all files of this type (Yes for All/No for All) which prevent further dialog boxes
appearing.

Owenwrite File?

Owverwrite inconsistent metadata file?
¥:\sCachel...\test 2\test2. txts

Yes Yes for Al No Mo for Al

1. Click Yes or No to choose whether to overwrite the file system metadata for the
current file.

2. Click Yes for All or No for All to choose whether to overwrite the file system metadata
for all files in the same category.
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Note: If the metadata on disk for afile is identical to that in the backup file, no overwrite dialog
box will be displayed, no change is necessary and the file will be silently skipped.

If the restore completes successfully, you will be presented with a confirmation page saying
Restore Complete. Click Finish to dismiss the dialog box and exit the program.

&l Archive Metadata Backup -
Restore Complete
The restore has been completed
Click Finish to close
Finish Help
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The Scheduler can be used to schedule the following task types:

% Metadata Backup which allows scheduling of full metadata backups including backup
of the XenData state file. It does not support scheduling of custom backups.

«» Deferred Writing which defers the initial writing of files to a Volume and allows you
to specify a scheduled time period when data can be written to LTO, ODA or Azure
Blob Storage. It is useful for prioritizing file restore operations during times of peak
demand.

+* Replication which allows scheduling of replicated Volume Sets.
¢+ File System Mirror which is an upgrade option that is licensed separately. It provides

replication and synchronization of file systems accessible to the server running
Archive Series Software.

10.1 Starting the Scheduler

To start the Scheduler:
1. Click the Windows Start icon.

2. Open the XenData program group
3. Click the XenData Scheduler entry in the list

10.2 Adding a Task

To Add a Task:
1. Startthe XenData Scheduler

2. Click on Add New Task and then select the type of task from the drop-down menu as
shown below.
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E enData Task Schedule O %

Task Type Task Mar Add New Task - Recurrence

Select Type of Task to add to schedule

Deferredrite v
Deferredirite
MetadataBackup
Replication
: >

Add New Task| Edit

10.3 The Scheduler Status Display

An example of the Scheduler status display is shown below.

& Archive Scheduler l;lﬂ-—
Task Type Task Name Status Last Run Time Last Run Status Next Run Time Expires Recurrence
MetadataBadkup Daily backup Idle - - 2015-09-08 20:00 - Daily
DeferredWrite Update after hours Idle - - 2015-09-07 18:00 - Daily
< m >

addvewTask| | Edt | | Delete | [ Runmow

The display columns are as follows:
+» Task Type - currently supported options are Metadata Backup, Deferred Write and
Replication. FS Mirror will appear as an option if it has been installed and activated.

++ Task Name - an optional parameter and can be left empty.

®

«+» Status - one of:

o ldle —The task is not running. In this state an administrator can Edit, Run Now or
Delete the task.

o Running—The task is running and an administrator can Stop the task.

o Locked—The task is being edited by another user. The task remains locked until
the editing is complete.

+* Last Run Time - shows the most recent date and time when the task was run. '--'
indicates that the task has never run.
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+» Last Run Status - shows the result of the last task run. The status can be:
o '--'=The task has never been run.

o OK-The task ran and finished successfully.

o FAIL-The task failed.

o Paused OK—The task was stopped before it finished.

+*» Next Run Time - shows the date and time when the task will be run again. '--' indicates
that the task will not be run again.

+* Expires - optionally shows the date and time when a recurring task ends; '--' indicates
that the task never expires.

*+ Recurrence - can be:

o None - Task is only run once.

o Daily - Task is run once per day until it expires

o Weekly - Task is run once per week until it expires

o Monthly - Task is run once per month until it expires.

10.4 Editing and Deleting Tasks

To Edit a Task
1. Startthe Scheduler.
2. Select a Task from the list with Status 'ldle’.
3. Click the Edit button.
To Delete a Task
1. Startthe Scheduler.

2. Select a Task from the list with Status 'ldle'.
3. Click the Delete button.

10.5 Starting and Stopping Tasks

In normal operation, the Scheduler runs tasks automatically according to a predefined schedule.
The Scheduler Status Display provide mechanisms to run a task "Now" and to stop a running task.

To Run a Task "Now"
1. Startthe Scheduler.

2. Select a Task from the list with Status 'ldle’.
3. Click the Run Now button.
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To Stop a Running Task

1
2.
3.

Start the Scheduler.
Select a Task from the list with Status 'Running’.
Click the Stop button.

Note that if a Metadata Backup Task is stopped by using the Stop button, its 'Last Run Status' is set
to 'FAIL" and no metadata backup file is created.

10.6 Scheduling Metadata Backup

Metadata Backup Task -

Recurrence Start

O None 20150907 [ | [20:00 g

*) Dady -

O weekiy [} Expire |

O) Monthly 201509-08 [~ | [20:00 5
Task Name
[MeLaDataB&dw ]
Choose directory path for backups
| G:\MetadataBackup | | Browse ]

te previous backups (all .xdd files in directory path)
| Save | | Cancel

Options for the Metadata Backup task are as follows:

*.
L4

K/
%

Recurrence is one of:

o None - Task is only run once.

o Daily - Task is run once per day until it expires.

o Weekly - Task is run once per week until it expires.
o Monthly - Task is run once per month until it expires.

Start - sets the date and time for the first run of the task and defines the time and day
of the week or date of the month when recurrence occurs

Expire - optionally sets the date and time recurrence ends; '--' indicates that the task
never expires.

Task Name - is an optional parameter and may be left empty.

Chose directory path for backup - determines where the backups will be located; the
backup file name will be 'YYYYMMDDHHMM.xdd'. Note that the metadata backup task
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runs under the log-in ID used by the XenData Scheduler service (usually the Local
System account). Ensure that the path entered here is accessible to that log-in ID (for
example, the Local System account may not have access to network shares).

¢ Delete previous backups - removes previous backup files (with the extension XDD)
upon successful completion of a metadata backup.

10.7 Scheduling Deferred Write

Deferred Write Task -
Recurrence Start Task Name
O None 2015-09-07 v] 13:32 £ ‘ | My daily deferred volume write
@) Daily - [ stop task if it runs longer than
O weekly V] Expire
O Monthly |30min|.|tes V|
20150908 v | 13:32 = Mumber of drives to use for deferred writes

|1de\¢'& v|

Enabling Deferred Write for a Volume Set will delay writing to primary replica until the Volume Set is updated using a scheduled task.
Note that changing the deferred write status of a Volume Set from enabled to non-enabled will cause an immediate update.

Volume Sets with Deferred Wrrite Enabled Volume Sets with Deferred Write Disabled

Volume Set Identity Volume Set Name Volume Set Identity Volume Set Name

[Vl 5185€464-00000000 5185E464-00000000

< L > £ n >
save | [ cancel

Options for the Deferred Write task are as follows:

+* Recurrence is one of
o None - Task is only run once.
o Daily - Task is run once per day until it expires.
o Weekly - Task is run once per week until it expires.
o Monthly - Task is run once per month until it expires.

++ Start - sets the date and time for the first run of the task and defines the time and day
of the week or date of the month when recurrence occurs.

+» Expire - optionally sets the date and time recurrence ends; '--' indicates that the task
never expires.

+» Task Name - is an optional parameter and may be left empty.

++ Stoptaskif it runs longer than - defines the length of time the task can run.
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¢ Volume Sets with Deferred Write Enabled - is a list of all the Volume Sets in the
system that have deferred writing enabled. The Volume Sets that are selected with a
check mark are controlled by this particular deferred write task. To completely disable
deferred writing for a Volume Set, select it in the list and then click the '--->' button.
This will trigger an immediate update of all deferred writes for the Volume Set.

+* Volume Sets with Deferred Write Disabled - To enable deferred writing for a Volume
Set, selectitin the list and then click the '<---' button.

10.8 Scheduling Replication Timing

Media Replication Task .
Recurrence Start Task Name
|2013435431 Dv||15:50 2 | | |
O Daily
O Weskly Expire [ stop taskif it runs longer than
() Manthly |2.3 18-05-01 [E | |15: 50 2 30 minutes
Mumber of drives to use for replication
| 1 drive v
Wolume Set Identity Yolume Set Name
D 55FSE4EE-00000000 55F8B4EE-00000000
< m >

Options for the Media Replication task are as follows:

*+ Recurrence is one of
o None - Task is only run once.
o Daily - Task is run once per day until it expires.
o Weekly - Task is run once per week until it expires.
o Monthly - Task is run once per month until it expires.

+»+ Start - sets the date and time for the first run of the task and defines the time and day
of the week or date of the month when recurrence occurs.

+* Expire - optionally sets the date and time recurrence ends; '--' indicates that the task
never expires.

++» Task Name - is an optional parameter and may be left empty.
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%+ Stop task if it runs longer than - defines the length of time the task can run.

K/

< Volume Sets with Replication Enabled - is a list of all the Volume Sets in the system

that have replication enabled. The Volume Sets that are selected with a check mark
are controlled by this particular replication task.

10.9 Scheduling File System Mirror

Filesystem Mirror Task *
Recurrence Start Task Name
(®) None () Hourly |ZD 18-10-24 [E~ | |13: 24 = | FS mirror test
O Dpaily
O Weekly Expire [ stop task if it runs longer than
O Manthly |2n 18-10-24 | | 18:24 =
[Juse Log File Log Errors Indude subfolders
. [Jindude empty folders
Log all copied files Log skipped files
[Jindude zero length files
Source Folder [ overwrite if size or time differ
| C:\temp\50000 |@3a |

[ overwrite if source has archive attribute set

Destination Folder
| F:\Sync | @3: |

Indude file name or file path pattern

[ clear archive attribute on source

[use end-to-end checksum verification

| = | Delete source after checksum verification
Exdude Pattern [Ipelete files and folders that do not exist in source
User Account

| | TestRun

Password

Save Cancel

Options for the File System Mirror task are as follows:

* R
o)

o

ecurrence is one of
None —Task is only run once.

Hourly - Task is run once per a specified number of hours. 1, 2, 3, 4, 8and 12 hour
options are selectable from the drop down list.

Daily —Task is run once per day until it expires.
Weekly —Task is run once per week until it expires.

Monthly —Task is run once per month until it expires.
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*
°

*
°

®
L4

®
L4

K/
%

®
L4

72
L4

Start - sets the date and time for the first run of the task and defines the time and day of
the week or date of the month when recurrence occurs.

Expire - optionally sets the date and time recurrence ends; '--' indicates that the task
never expires.

Task Name - is an optional parameter and may be left empty.

Stop task if it runs longer than - defines the length of time the task can run.
Use Log File —optionally enforces the logging for the Sync Task

o LogErrors —logs errors encountered during the sync task.

o Logall copied files —logs all files copied during the sync task.

o Logskipped files - logs all files that were skipped over by the sync task.
Source Folder —the folder which contains the original data.

Destination Folder —the folder where the original data will be copied.

Include file name of file path pattern —arequired parameter which controls which files
will be copied based on a pattern match. The default value is “*’, which copies all files, as
long as they match check box settings.

Exclude Pattern —an optional parameter that determines files to be excluded from the
copy, regardless of other rules, like the previous setting it is based on a pattern match. An
example would be “.tmp’, which would exclude all files with the .tmp extension.

User Account —an optional parameter, only required if you are copying across a network
that requires user authentication. Takes standard domain\user account credentials.

Password —an optional parameter, only required if you are copying across a network that
requires user authentication. The password for the previously mentioned user account.

Include subfolders —checking this box will ask File System Mirror to recursively copy all
files and folders below that entered in the ‘Source Folder’ field.

Include empty folders — checking this box will ask File System Mirror to include folders
which contain no files.

Include zero length files — checking this box will ask File System Mirror to include files
which contain no data, and as such have no size.

Overwrite if size or time differ — checking this box will ask File System Mirror to overwrite
files at the destination if they have the same name, but a different size or modification
time to those in the source.
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*
°

72
L4

®
L4

Overwrite if source has archive attribute set — checking this box will ask File System Mirror
to overwrite files at the destination, if the source file has the archive attribute set.

Clear archive attribute on source — checking this box will ask File System Mirror to remove
the archive attribute from the source file after it has been copied successfully.

Use end-to-end checksum verification —this option can only be enabled when the
destination is a XenData archive. Checking this box will ask File System Mirror to utilize
end-to-end checksum verification. Before and after each file is copied, a checksum will be
performed. This ensures that the file that reaches the destination is the same as that
which leaves the source. To enable this, you will need to have Logical Block Protection
enabled within the XenData Tiered Storage Management Console.

Delete source after checksum verification —this option can only be enabled when ‘Use
end-to-end checksum verification’ is enabled. With this option enabled, the source files
will be deleted after the checksum verification has confirmed that the file has arrived at
the destination in a complete state.

Delete files and folders that do not exist in source —checking this box will ask File System
Mirror to delete all files and folders at the destination that do not exist in the source
folder.

Test Run - launches a test of the current task, to determine the result of the current
settings, and the overall success of the task. The test run will inform the user of any files
which were not copied, along with a reason, which can be useful for modifying the task in
future.
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The Report Generator allows you to create, save and restore a range of different reports about
the files managed by the system.

11.1 Starting the Report Generator

1. Click the Windows Start icon.
2. Open the XenData program group
3. Click the XenData Report Generator entry in the list.

11.2 Creating, Saving and Restoring Reports

To Create a Report

Start the Report Generator program and from the initial page, select File and then New as shown
below.

%] XenData Report Generator

File | View Help
| New Ctrl+N
Open... Ctrl+ O

Drimt St

Then select the required report type from the drop-down menu as shown below.

%] XenData Report Generator
Select 3 Report Type |F\Ie Search ] |
Select Volume Set |AII Volume Sets h |
Select Filter |AII Files w |

Please refer to the applicable section below for instructions on the selected report type.

To Save a Report

A report can be saved in three different formats: Report Generator format (.XRG), tab delimited
plain text (.txt) or XML. The XRG format is the only format which can be displayed by the Report
Generator. The text format is useful for exporting the results to Microsoft Excel or other

applications.

To save areport, select the File and Save As menu options as shown below.
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| File | Edit View Window Help
New cri+N | [ = v
Open.. Cirl+0
Close rt Type: File Search
Save cr+s  me Set: All Volume Sets
Save As... |ving: All Files
e cuep ch Type: File Name Text
Print Setup.. ch Term:
Recent File

Then browse to the required location, select the file name and format and then click Save.

To Display a Saved Report
The Report Generator will display reports saved in the XRG format only.

Start the Report Generator program and from the initial page, select the File and Open menu
options as shown below.

#i] XenData Report Generator

View Help

New Ctrl+N = R
Open... Ctrl+0 i

Print Setup...
Recent File

Close
Exit

Then browse to the location of the saved report, then select the required XRG file and open it.

11.3 File Search Report

To Run aFile Search Report
1. Startthe Report Generator.

2. Select the File and New menu options.
3. SelectFile Search as the report type.
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HenData Report Generator
Select a Report Type | Filz Search W |
Select Volume Set |AII Volume Sets A |
Select Filter | All Files w |
Search
Type | File Mame Text Search W |
Search Term
| Get Report | | Close |

The File Search Report lists archived files that match a search term and identifies the Volume
where they are stored. The search may be limited to a single Volume Set or may include all
Volume Sets. The displayed report can be filtered in the following ways:

o All Files - displays all files including deleted files, old versions of files and renamed
files.

e Only Current Files - displays only the files that can be accessed via the Windows file
system interface and excludes deleted files, old versions of files and renamed files.

e Only Deleted Files - displays only deleted files.

Itis possible to search using a simple text search or using a Regular Expression. When File Name
Text Search is chosen, the search option supports wild cards.

Select the Volume Set, the filtering options and search type and term then click Get Report.

Note: A File Search Report will search only in the Volumes that have a Volume Contents Catalog
file stored on the system cache disk.
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11.3.1 Interpreting a File Search Report

An example of a File Search Report is shown below.

#| XenData Report Generator - [Repoet]]

i Ble Edit Yiew Window Help [-[&]x
[ N—Y | a2 atTwe

Report Type: File Search
Volume Set: All Volume Sets
Showing: All Files

Search Type: File Name Text
Search Term: venice

SSRGS | o o e CERETREL o
2 uamza10 erce ot o 1| oosiozmo GO cuen
> oo vencawirgte | oy ssosaen SO | cure
oot et | o | ansoopre GO | e
e e IR A
g eoos | o 1| moon RO o
Done HLBA

The File Search Report lists archived files that match a search term. The display columns are
described below.

e No - the sequence number of the file in the display sorted by either date or file name,
as defined by the Sort by selection.

e File Name - the file name including full path from the root of the archive logical drive
letter.

e Generation - when afile of a given name and path is first created, the generation
numberis set to 0. Every time the file is deleted or renamed and then a new file of
the same name is created, the system increments the generation number. Note that
each time the generation number is incremented, the version sequence starts again,
with version 1 of the new file being the first that contains data.

e Version - if afile is updated with a newer version by overwriting or appending data,
XenData Archive Series software assigns a new version number. A file's version
number increases by one every time it has data written to it. Note that the version
number does not increase for every individual write operation, just for every file
open that is followed by a write. Version 0 of a file never contains any data; the first
time an application writes to the file, the version number is incremented to 1.
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o File Size - the size of the file is shown in bytes. When a fragmented file spans more
than one Volume, this column displays the file size stored on the Volume followed by
the total size of the file in bytes.

e Volume - thisis the Volume that contains the file.

e Type - The status of the file is displayed as one of the following:

o

Current - this is the most recent version of the file, accessible through the archive

drive letter.

Renamed - the file has been renamed and is now accessible under a different

name.

Deleted - the file has been deleted and is no longer accessible except via the

History Explorer.

Overwritten - the file has been overwritten and this version is no longer

accessible except via the History Explorer.
Rearchived - the file has been rearchived/repacked, and the target volume is
displayed

11.4 UnArchived Files Report

The UnArchived Files Report lists files which are not fully archived to Volumes and that should be
archived according to the current File Group rules.

To Run an UnArchived Files Report:

1. Startthe Report Generator.
2. Select the File and New menu options.
3. Select UnArchived Files as the report type.
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nData Feport Generator

Select a Report Type |Un.ﬂ.n:hived Files v |

Select Folder | | Browse

Search
Sort by
Type |MNo Search W | |Date »
Search Term
| Get Report | | Close |

Select a folder as the start point of the search (all sub-folders will be included in the search). You
can further filter the results by specifying a Search Type (File Name Text Search or Regular
Expression Search) which will filter the displayed results. When File Name Text Search is chosen,
the search option supports wild cards.

Having selected the folder and any search option, select the Sort by option and then click Get
Report.

11.4.1 Interpreting an UnArchived Files Report

An example of an UnArchived Files Report is shown below.

%] XenData Report Generator - [Report2]

B File Edit View Window Help -|@|x

[ng—3 = B aSTw

Report Type: UnArchived Files Report
Search in Folder: X:\Test 3

Search Type: None

Sorted by: Date

1| Test 3/001 dat 0 3 1 | Unknown Mot Archived
2| [Test 3/002.dat 0 2 1| Unknown Mot Archived
3| Mest 3/003 dat 0 2 1 | Unknown Mot Archived
4 | [Test 3/004 dat 0 2 1 | Unknown Not Archived
5 | Mest 3/005.dat 0 2 1 | Unknown Not Archived "
8 | Mamt 2IANE Aad n 4 LRI | P P Kliadk A rebi
JCene HUM
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The display columns are described below.

e No - the sequence number of the file in the display sorted by either date or file name,
as defined by the Sort by selection.

e File Name - the file name including full path from the root of the archive drive letter.

e Generation - when afile of a given name and path is first created, the generation
number is set to 0. Every time the file is deleted or renamed and then a new file of
the same name is created, the system increments the generation number. Note that
each time the generation number is incremented, the version sequence starts again,
with version 1 of the new file being the first that contains data.

e Version - if afile is updated with a newer version by overwriting or appending data,
XenData Archive Series software assigns a new version number. A file's version
number increases by one every time it has data written to it. Note that the version
number does not increase for every individual write operation, just for every file
open that is followed by a write. Version 0 of a file never contains any data; the first
time an application writes to the file, the version numberis incremented to 1.

e Replica-when afile is written to a replicated volume set, a copy of that file will be
written to each of the tapes in the replicated volume set. This column tells you if
there is areplica, and how many replicas there are.

e Volume - available in cases where a Volume has been assigned for the file, for
example when a write operation started but did not complete.

e Status - afileislisted in this report only when it is not archived properly. The status of
the file instance is displayed as one of the following:

o Not Archived - the file is not archived in a Volume

o Partially Archived - the file is not fully archived.

o Unverified Archived - the file data was written to a Volume, but Cloud File
Gateway software was unable to verify that the operation had completed
successfully.

o Archived - this instance of the file is archived correctly.

11.5 Volume Contents Report

The Volume Contents Report lists the contents of the Volume.
To Run a Volume Contents Report
1. Startthe Report Generator.

2. Select the File and New menu options.
3. Select Volume Contents as the report type.
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{enData Report Generator

Select a Report Type | Volume Contents v |
Select Volume | 5A032F 17-0000000 1-5A 1DBEDC v]
Select Filter | Al Fles v]

Filter

Sortb
Type |Mo Search W | g
| Date w
Search Term
| Get Report | | Close |

The displayed report can be filtered to show one of the following:

e AllFiles - displays all files in the Volume including deleted files, old versions of files
and renamed files.

e Only Current Files - displays only the files that can currently be accessed via the
Windows file system interface and excludes deleted files, old versions of files and
renamed files.

e Only Deleted Files - displays only deleted files.

You can further filter the results by specifying a Search Type (File Name Text Search or Regular
Expression Search). When File Name Text Search is chosen, the search option supports wild cards.

Having selected the Volume and the filtering options, select the Sort by option and then click Get
Report.

Note: A Volume Contents Report will search only on Volumes that have a Volume Contents
Catalog file cached on the system.

11.5.1 Interpreting a Volume Contents Report

An example of a Volume Contents Report is shown below.
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#| XenData Report Generator - [Report2]
m File Edit View Window Help

S TN

Report Type: Volume Contents
Volume: 5A032F17-00000001-5A1DE406
Showing: All Files

Search Type: None

Sorted by: Date

Test 2/001 dat 10,485,760 | Mov 28 2017 13:17 | Current
(Test 2/002_dat 10,485,760 | Nov 28 2017 13:17 | Current
(Test 2/003._dat 10,485,760 | Nov 28 2017 13:17 | Current
(Mest 2/004 dat 10,485,760 | Nov 28 2017 13:17 | Current
(Test 2/005.dat 10,485,760 | Nov 28 2017 13:17 | Current
(Test 3/001_dat 1,073,741,624 | Nov 28 2017 15:29 | Overwritten W

MMt DBNNA Adad A NTS T AA DNA Ble e A0 AANAT AC-CiN | M v emvwi b

MNUM

The display columns are described below.

e No -the sequence number of the file in the display sorted by either date or file name,
as defined by the Sort by selection.

e File Name - the file name including full path from the root of the archive logical drive
letter.

e Generation - when afile of a given name and path is first created, the generation
numberis set to 0. Every time the file is deleted or renamed and then a new file of
the same name is created, the system increments the generation number. Note that
each time the generation numberis incremented, the version sequence starts again,
with version 1 of the new file being the first that contains data.

e Version - if afile is updated with a newer version by overwriting or appending data,
Cloud File Gateway software assigns a new version number. A file's version number
increases by one every time it has data written to it. Note that the version number
does not increase for every individual write operation, just for every file open that is
followed by a write. Version 0 of a file never contains any data; the first time an
application writes to the file, the version number is incremented to 1.

e File Size - the size of the file is shown in bytes. When a fragmented file spans more

than one Volume, this column displays the file size stored on the selected cartridge or
Volume followed by the total size of the file in bytes.
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e Date Archived - the date and time the file was archived.

e Type - The status of the file is displayed as one of the following:

(0]

Current - this is the most recent version of the file, accessible through the archive

drive letter.

Renamed - the file has been renamed and is now accessible under a different

name.

Deleted - the file has been deleted and is no longer accessible except via the

History Explorer.

Overwritten - the file has been overwritten and this version is no longer

accessible except via the History Explorer.
Rearchived - the file has been rearchived/repacked, and the target volume is
displayed

11.6 Data Cartridge Contents Report

To Run a Data Cartridge Contents Report

1. Startthe Report Generator.
2. Select the File and New menu options.
3. Select Data Cartridge Contents as the report type.

= Archive Report Generator B

Sulact & Buenet Tune D3t Corinnge Comteris -
Seloct Canridge |Bveose:0nL4aps ~|
Sedit Fiiter [ Fias »

Samrch

) Sort by
Type | o Search w Moo »
Fanrch Tenm
Gt Roepart Chosa

The Data Cartridge Contents Report lists the contents of the selected cartridge. The displayed
report can be filtered to show one of the following:

e AllFiles - displays all files on the cartridge including deleted files, old versions of files
and renamed files.

e Only Current Files - displays only the files that can be accessed via the Windows file
system interface and excludes deleted files, old versions of files and renamed files.

e Only Deleted Files - displays only deleted files.
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You can further filter the results by specifying a Search Type (File Name Text Search or Regular
Expression Search) . When File Name Text Search is chosen, the search option supports wild
cards.

Having selected the cartridge and the filtering options, select the Sort by option and then click
Get Report.

Note: A Cartridge Contents Report will search only on Volumes that have a Volume Contents
Catalog file cached on the system.

11.6.1 Interpreting a Cartridge Contents Report

An example of a Cartridge Contents Reportis shown below.

Archive Report Generator - [Report4] —|a -
m File Edit View Window Help BHEE
O =
Report Type:Data Cartridge Contents
Cartridge: Barcode:01639BL5
Showing: All Files
Search Type: None
Sorted by: Date
MNenice_2/002632433169_Venice Toma to Sep 22 2015
Zaccaria_May_2006.avi 1,487,700,480 11:01 Current
Nenice_2/002632433169_Venice Toma to Sep 22 2015
2 Zaccaria_May_2006.mov 0 1 662,195,238 11:01 Current
Nenice_2/002645458536_WVenice taking the Sep 22 2015
3 bus_May_2006.avi 0 1 989,532,160 11-01 Current
Nenice_2/002645458536_WVenice taking the Sep 22 2015
4 bus_May_2006.mov 0 1 428 431,097 11-01 Current
Nenice_2/002678933456_Venice Grand Sep 22 2015
5 Canal_May 2006 avi 0 1 411,132,928 11-01 Current
Nenice_2/002678933456_Venice Grand Sep 22 2015
6 Canal_May_2006mov 0 1 141,976,961 11-01 Current
Daone NUM
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The display columns are described below.

No - the sequence number of the file in the display sorted by either date or file name,
as defined by the Sort by selection.

File Name - the file name including full path from the root of the archive logical drive
letter.

Generation - when afile of a given name and path is first created, the generation
numberis set to 0. Every time the file is deleted or renamed and then a new file of
the same name is created, the system increments the generation number. Note that
each time the generation number is incremented, the version sequence starts again,
with version 1 of the new file being the first that contains data.

Version - if afile is updated with a newer version by overwriting or appending data,
Archive Series software assigns a new version number. A file's version number
increases by one every time it has data written to it. Note that the version number
does not increase for every individual write operation, just for every file open that is
followed by a write. Version 0 of a file never contains any data; the first time an
application writes to the file, the version number is incremented to 1.

File Size - the size of the file is shown in bytes. When a fragmented file spans more
than one Volume, this column displays the file size stored on the selected cartridge or
Volume followed by the total size of the file in bytes.

Date Archived - the date and time the file was archived.

Type - The status of the file is displayed as one of the following:

o Current - this is the most recent version of the file, accessible through the archive
drive letter.

o Renamed - the file has been renamed and is now accessible under a different
name.

o Deleted - the file has been deleted and is no longer accessible except via the
History Explorer.

o Overwritten - the file has been overwritten and this version is no longer
accessible except via the History Explorer.

11.7 Recoverable Space Report

To Run a Recoverable Space Report

1. Startthe Report Generator.
2. Select the File and New menu options.
3. Select Recoverable Space as the report type.
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| Archiva Report Generatar
Select 3 Report Typs |R?€nﬁmhla Crmrg v:
Select Vinkeng [ 20 vakenes "
Sort By |'r'nl.rrm Label -
[ Getheport | | ciose

4. Selectthe Volume, the sort option then click Get Report.

11.7.1 Interpreting a Recoverable Space Report

An example of a Recoverable Space Report is shown below. It is especially useful for identifying
the amount of space that can be recovered using the Repack operation which recovers tape space
used by deleted files and old versions of files.

Archive Report Generator - [Report2] |;‘E-

® File Edit View Window Help [-]&]=]
DEedE =8 S %W

Report Type: Recoverable Space
Volume: All Volumes
Sorted by: Volume Label

51B5E464-00000000- !
1 | 2eoo07sb Barcode:00144BL5 | 1,089,036,353,536 1,531,410,644,992 0
51B5E464-00000000- .
2 |2antsans Barcode:01639BL5 5,348,786,176 2,615,098,212,352 0

The display columns are described below.

e No - the sequence number of the Volume in the display.

e Volume Label - the Volume Label for the cartridge.

e Barcode - this is the barcode label of the cartridge.

o Used Space (bytes) - the total amount of space consumed on the Volume.
e Available Space (bytes) - the available free space for the Volume.
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e Recoverable Space (bytes) - the amount of space recoverable by using a repack
operation.
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12. Alert Module

The XenData Alert Module is designed for use with the Archive Series software and provides e-
mail and onscreen alerts. The alerts are derived by filtering and categorizing events recorded by
the Archive Series software in the Windows Event Log.

12.1 About the Alert Module

The XenData Alert Module is designed for use with the Archive Series software and provides e-
mail and onscreen alerts. The alerts are derived by filtering and categorizing events recorded by
the Archive Series software in the Windows Event Log.

The XenData Alert Module has two major components:

++ Event Monitor with integrated e-mail notification that runs on the same computer as
the Archive Series software. The Event Monitor runs an event monitoring service that
is pre-configured to detect five different categories of events as they occur in the
Windows Event Log. For more information, see About the Event Monitor.

*

+* On-Screen Messaging is a program that runs on the same computer as the Archive
Series software and may also be run on one or more Windows clients. It is installed on
a Windows client using the XenData Client Utilities. The On-Screen Messaging
program can be configured to display via message boxes and system tray notification.
For more information see About On-Screen Messaging.

12.2 About the Event Monitor

The Event Monitor runs on the same server as the Archive Series software and it provides an
event monitoring service with integrated e-mail notification. The event monitor service must be
running for correct operation of the On-Screen Messaging program.

The Event Monitor includes a configuration screen that is used to perform the following:

+* map categories of events to groups of e-mail recipients, as described in About Event
Categories.

®

+» allocate e-mail addresses to groups of e-mail recipients, as described in About
Recipient Groups.

+ define the e-mail server, e-mail account logon details and e-mail display names, as

described in About the Email Server.

Set up of the Event Monitor is described in Configuring the Event Monitor.
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12.3 Configuring the Event Monitor

The Event Monitor is set up using the configuration program. After initial configuration, changes
may be made without need to stop the Event Monitor service.

To Start the Event Monitor Configuration:
1. Click the Windows Start icon.

2. Open the XenData program group.
3. Click the XenData Event Monitor Configuration entry in the list.

#] Archive Event Monitor o ] |

Categories |Gr0ups I Server I

Select Category Associated Groups

Audit

Hardware Error
Media Error

MMedia Managemenk
Syskern Error

Trigger Tesk Event | fidd Hemove

Apply [al's Cancel

The configuration screen has three tabs as shown above, linked to the following configuration
pages:
+»+ Categories. This page is used to map categories of events to groups of e-mail
recipients, as described in Configuring Event Categories.

«» Groups. This is used to allocate e-mail addresses to groups of e-mail recipients, as
described in Configuring Recipient Groups.

%+ Server. This is used to define the e-mail server, e-mail account logon details and e-
mail display names, as described in Configuring the Email Server.

After configuration, the event monitoring system can be tested by clicking Trigger Test Event on
the categories page of the configuration screen. This generates a test event for the selected
category. It tests both the e-mail notification and the on-screen messaging (if installed), as it will
cause e-mails to be sent to all recipient groups mapped to this category and will initiate an on-
screen message for all connected computers that are running the On-Screen Messaging program.
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12.4 About Event Categories

The Event Monitor is pre-configured with five Event Categories:

R/

«» Audit This category of event messages describes the successful completion of routine
operations.

+» Media Management This category of event messages may require routine action from
the gateway operator.

Media Error This event category consists of error messages associated with Volumes.

«» Hardware Error This event category consists of error messages associated with the
LTO, ODA or Azure Blob Storage.

¢+ System Error This event category consists of error messages associated with system
problems.

Each Event Category may be mapped to one or more groups of e-mail recipients as described in
Configuring Event Categories.

12.5 Configuring Event Categories

Launch the Event Monitor configuration screen by starting the configuration program as described
in Configuring the Event Monitor. The configuration screen is shown below.

#] Archive Event Monitor o ] |

Categories |Gr0ups I Server I

Select Category Associated Groups

Audit

Hatdware Error
Media Errar

Media Managerment
Swskermn Error

Trigger Tesk Event | fidd Hemove

Anply Ok Cancel
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An event category is mapped to one or more groups of e-mail recipients by using the tabbed
Categories page. To perform mapping of an event category to one or more groups of e-mail

recipients:
1. Click on the event category in the left pane
2. Click Add, which causes the Add Group display to appear
3. Click to highlight one or more groups in the Add Group display
4. Click OK

Repeat this mapping for each event category, as required and then click Apply.

12.6 About Recipient Groups

The Event Monitor will send e-mails pertaining to specific event categories to specified groups of
email addresses. The groups of e-mail addresses are configured as described in Configuring
Recipient Groups.

12.7 Configuring Recipient Groups

Launch the Event Monitor configuration screen by starting the configuration program as described
in Configuring the Event Monitor. Groups of e-mail recipients are configured by using the tabbed
Groups page, as shown below.

#] Archive Event Monitor o ] |
Categorigs  Sroups |Server I
Select Group Recipient emails
Ciperators andys@alkhfty,com
Suppart carolineb@slkhfty, com
Add I Remave I Edit I Add I Remove I Edit I
Apply [al's Cancel

To add an e-mail address to a recipient group:

1. Click onthe group in the left pane
2. Click Add under the right pane, which causes the Add email display to appear
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3. Enterthe e-mail address to be added.
4. Click OK

Repeat to add additional e-mail addresses to each group as required and then click Apply.
To add a Recipient Group:

Click Add under the left pane, which causes the Add Group display to appear
Enter the name of the group to be added.

Click OK
Click Apply

HwnN PR

To remove a Recipient Group:

Click on the group to be removed in the left pane.
Click Remove

Click OK

Click Apply

il o

To Rename a Recipient Group:

Click on the group to be renamed in the left pane.

Click Edit, which causes the Edit Group display to appear
Enter the new name of the group

Click OK

Click Apply

s wN e

12.8 About the Email Server

The Event Monitor requires an active e-mail account to send e-mail alerts. The Monitor supports
SMTP outgoing servers including Microsoft Exchange Servers and most Internet service provider
(ISP) accounts. Popular authentication methods are supported.

Defining the Email server and the Email account information is described in Configuring the Email
Server.

12.9 Configuring the Email Server

Launch the Event Monitor configuration screen by starting the configuration program as described
in Configuring the Event Monitor. Defining the Email server and configuring the Email account is
performed by using the tabbed Server page, as shown below.
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= Archive Event Monitor

Categories I Groups  SErver I
Cukgoing rmail (SMTR) server:

I smkp, example, com

=101 x|

—Mail accaunt login details

Account Mame I alkhfty@sbeglobal . net

Passward I skokeskesbsbokok ebokok

Authentication

Methad IEiasi-: Authentication {unencrypted passwurtj

—Sender Information

Sender Mame I Ewent Matification

Sender Email I noreply@abc, com

Send Test Email

ARl

Ik

Zancel

To define the outgoing (SMTP) server:

In the upper text box enter the DNS address of the SMTP server that will be used to send e-mail

and then click Apply.

To define the mail account login details:

First, define the authentication method using the drop-down menu options. If further login
details are then required (an account name and password), enter them in their respective boxes
and then click Apply. The authentication types are explained below:

R/

< None - No authentication is used when communicating with the server. This requires

a server permitting anonymous login, essentially an open relay. (Supported by

Microsoft Exchange Server).

«» MD5 Challenge Response - Authenticate by sending an md5 hash ("fingerprint") of the

password when requested by the server, and therefore not requiring the password
itself to be transmitted. (Not supported by Microsoft Exchange Server).

+» Basic Authentication (unencrypted password) - The password is converted into a base

64 number before transmission to the server, but no encryption is used. (This is the
most common authentication method which is supported by Microsoft Exchange

Server and most ISPs).
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¢+ Plain Text Password - Both the username and password are transmitted in plain text
to the server. This is the least secure method other than no authentication. (Not
supported by Microsoft Exchange Server).

% Windows Authentication - A Microsoft specific authentication method which uses a
user or services logon name and password to authenticate with the server, and
therefore no extra authentication is required. (Supported by Microsoft Exchange
Server).

To define sender information:

The Sender Name is the display name which will appear in an e-mail client, and the Sender Email
is the address which will appear as the 'from address'. Failed-to-deliver e-mail responses will be
sent to the 'from address'. Make the required entries in the Sender Name and Sender Email boxes
and then click Apply.

To send a test e-mail:

After having defined the outgoing server, mail account login details and sender information, a
test email may be sent as follows:

1. Click Send Test Email

2. Enterrecipient's e-mail address
3. Click OK

12.10 Error Reporting

If the Event Monitor encounters an error associated with sending an e-mail, a message will be
added to the Windows Event Log. Examples of event log messages associated with sending e-
mails are given below:
+* No such host is known - The mail server specified was not found. This means that the
mail server address is incorrect.

+ Unexpected ****** response, Last Response: 504 5.7.4 Unrecognized authentication
type - An authentication type is being used which is either unsupported or disabled
on the server. Choosing another authentication type may fix the problem. If it does
not, it may be necessary to enable the authentication type on the server.

% Unexpected ****** response, Last Response: 535 5.7.3 Authentication unsuccessful
Authentication failed, but the authentication type was accepted. This means that the
account name/password are incorrect or do not match. Either correct these fields, or
set up an account on the server for the desired user. For "Windows Authentication",
there must be an account on the server for the account which the service runs under,
which may be undesirable, so using another authentication method may be required.
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+* Unexpected RCPT TO response, Last Response: 501 5.5.4 Invalid Address - The
recipient address is invalid. Change the recipient address and try again.

¢+ Blank sender/recipient address not permitted - Either the sender or recipient e-mail
addresses are blank. Enter an e-mail address for both of these fields to send an e-
mail.

¢+ A connection attempt failed because the connected party did not properly respond
after a period of time, or established connection failed because connected host failed
to respond - The connection timed out during communications with the e-mail server.
This indicates a problem with the connection to the server or with the server itself. It
may be advisable to try another e-mail server until this problem can be resolved. -

% The requested name is valid and was found in the database, but it does not have the
correct associated data being resolved for - An error occurred performing a DNS
lookup on the e-mail server address given. It appeared as a DNS entry with no address
associated with it. This probably means that the address given is incorrect, although it
could mean that the DNS database is out of date (if changes have just been made, and
have not propagated yet), oris corrupt (especially if it is a local DNS server).

12.11 About On-Screen Messaging

The On-Screen Messaging program can be configured to display via message boxes and system
tray notification, as described in Configuring On-Screen Messaging.

It runs on the same computer as the Archive Series software or a connected Windows client. The
On-Screen Messaging and Event Monitor are installed automatically on the machine running the
Archive Series software at the time of its installation. The On-Screen Messaging program may be
installed on a connected Windows client using the Client Utilities installer.

The On-Screen Messaging program connects to the event monitoring service on the computer

running the Event Monitor and consequently this must be running. If required, the messaging
program may be run simultaneously on multiple clients.

12.12 Configuring On-Screen Messaging

The configuration screen for the On-Screen Messaging program is shown below.
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Archive On-5creen Messaging o ] |

Event Monitor Server | localhost

—Motification Configuration
Select Categor

iadit

Exvent Monitor Connection

Event Maonitor Errors

Hardware Error ¥ System Tray notification

Media Error

Media Management

Swstern Erraor

" Mo notification

" Message box

—Skatus

Connected to the Event Monitar service Connech |
Advanced Close Apply | QK I Cancel |

For any Event Category, on-screen messaging can be provided via a message box or system tray
notification, as shown below.

Event Occurred x|

Category: Media Management
Message: The system tried to access file \Wideos Offline\Nissan Murano,wiy but the cartridges containing the data are all offline. The cartridges containing the

data are: Barcode: AD4226,
ok |

Categonhedia Management
Message: The system tried to aceess file Wideos
OfflinetBMY 1 Serieswwmy but the catridges
containing the data are all offline. The carridges
containing the data are: Barcode: ADS226.

B 747PM

To define the Event Monitor Server:

1. Enterthe name of the server running the Event Monitor. (If running on the same
computer, you may enter 'localhost'.)
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2. Click Apply
To set up the Notification Configuration for each Event Category:

1. Click onthe required Category in the left pane
2. Selecteither'No Notification', 'Message box' or 'System Tray notification'

Repeat for each Event Category and then click Apply.

To set the notification period for Screen Tray messages:

1. Click Advanced

2. Enable the 'Close taskbar notifier automatically' if required.

3. Enterthe message retention period in the 'After' box, if applicable.
4. Click OK

5. Click Apply

After having set up all of the above, connect to the Event Monitor service by clicking Connect.
After configuration and connection, on-screen messaging can be tested by clicking Trigger Test

Event on the categories page of the Event Monitor configuration screen. This generates a test
event for the selected category. It tests both the e-mail notification and the on-screen messaging.

XenData Archive Series Software <%XEN_VERSION_NUMBER%>



13. Diagnostics & Maintenance



13. Diagnostics & Maintenance

The XenData Archive Series uses the Windows Event Log to record errors, warnings and
informational messages. In addition, it creates Trace Log messages when an error is encountered.

13.1 Windows Event Log

Whenever the Archive Series software encounters an unexpected error condition, it puts a
message in the Windows Event Log and generates a Trace Log file. The system also provides a
comprehensive array of warnings and informational messages. An example of an informational
message is given below and, in this case, the Archive Series software successfully completed an
inventory of the LTO, ODA or Azure Blob Storage at start up.

In general, if the system is not behaving as expected, the Windows Event Log is the first place that
you should look.

To Open the Event Log:

1. Openthe Windows Event Viewer.
2. Navigate to the XenData Archive section of the Event Viewer as shown below.

EI Event Viewer
File Action View Help

= 5= BE

:\y Custom Views T |
o ‘,: Windows Logs Level Date and Time Source EventID Task Ca.. n
gﬂ Application @Information 12/16/2017 11:16:39 AM XenDat... 1 None
gﬂ Security @ Information 12/16/2017 11:15:28 AM XenDat... 3 None
§—| Setup @ Information 12/16/2017 11:06:10 AM XenDat... 3125 None
§F| System @ Information 12/16/2017 11:05:59 AM XenDat... 20021 None
) £ Forwarded Events £l Information  12/16/2017 11:02:25 AM XenDat..
v [ Applications and Services Log| | () Information  12/16/2017 11:0221 AM XenDat... 2 None v
éFI Hardware Events
g:l Internet Explorer Event 106, XenData Archive x

§:| Key Management Service
~| Microsoft

§:| Microsoft Office Alerts — R = — =
g:l Windows PowerShell e Initial Inventory operation completed successtully.

General Details

£5] XenData Alert Module
m XenData Archive
7 £] XenData Scheduler

13.2 System Trace Log

Itis sometimes useful to be able to see what is happening internally within the system. The

System Trace Log allows you to examine a trace of all actions performed by the system on the
LTO, ODA or Azure Blob Storage.

To Open the Trace Log
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1. Openthe Tiered Storage Management Console.

2. Navigate to the Diagnostics section.

3. Click on the System icon to open the trace log in the right pane of the window.

E Management Console - ] X
File Action View Help
e nm
5 Management Console POTEUZ9 0829778 X Scheduler starfed
= 12018-02-19 08:21:19.781  System System initialization succeeded
ﬁ_ i X 12018-02-19 08:21:23.130  System Recognise
Configuration 2018-02-19 08:21:23.216  Drive 0/0 Get Block Size
i1l operation 12018-02-19 08:21:23.216  Drive 0/0 Get Block Size —> 104857600
v P Diagnostics 12018-02-19 08:21:23.260  Drive 0/0 Find Last Block
Storage Account pasdemo| [2018-02-19 08:21:23.260  Drive 0/0 Find Last Block —> 19
| System Tasks 12018-02-19 08:21:23.344  Drive 0/1 Create Container Container:xendata-metadata
E] system 12018-02-19 08:21:23.437  Drive 0/1 Create Container —> SUCCEEDED (~93mS)
12018-02-19 08:21:23.437  Drive 011 Reading file system metadata
12018-02-19 08:21:23.497  System Recognise --> found file system 56A942CF-00000001-5A727951
2018-02-19 08:22:33.360 X: Restore(azstorageexplore\mercado01\DSC_0724 JPG, fragment 0 gen. 0, ver. 1)
12018-02-19 08:22:33.361 X: Access(azstorageexplore\mercado01'\DSC_0724.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.365 X: Restore(azstorageexplore'mercado01\DSC_0724.JPG, fragment 0 gen. 0, ver. 1)
2018-02-19 08:22:33.3712 X: Access(azstorageexplore\mercado01'\DSC_0724.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.395 X: Restore(azstorageexplore\mercado01\DSC_0722 JPG, fragment 0 gen. 0, ver. 1)
12018-02-19 08:22:33.400 X: Access(azstorageexplore\mercado01\DSC_0722.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.400 X: Restore(azstorageexplore'mercado01\DSC_0722.JPG, fragment 0 gen. 0, ver. 1)
2018-02-19 08:22:33.403 X: Access(azstorageexplore\mercado01\DSC_0722.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.569  X: Restore(azstorageexplore\mercado01\DSC_0724 JPG, fragment 0 gen. 0, ver. 1)
12018-02-19 08:22:33.569 X: Access(azstorageexplore\mercado01'\DSC_0724.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.572 X: Restore(azstorageexplore'mercado01\DSC_0724.JPG, fragment 0 gen. 0, ver. 1)
12018-02-19 08:22:33.572 X: Access(azstorageexplore\mercado01\DSC_0724.JPG, gen. 0, ver. 1)
12018-02-19 08:22:33.577 X: Restore(azstorageexplore'mercado01\DSC_0722.JPG, fragment 0 gen. 0, ver. 1)
12018-02-19 08:22:33.578 X: Access(azstorageexplore\mercado01'\DSC_0722.JPG, gen. 0, ver. 1)
2018-02-19 08:22:33.580 X: Restore(azstorageexplore'mercado01\DSC_0722.JPG, fragment 0 gen. 0, ver. 1)
2018-02-19 08:22:33.581 X: Access(azstorageexplore\mercado01\DSC_0722.JPG, gen. 0, ver. 1)
<

To Change the Level of Detail in the Trace Log

The trace log can generate a large amount of information, which can scroll past very quickly.
Right-clicking on the System icon reveals the "Configure" option, which brings up a dialog box
that allows configuration of the components to be traced and the level of detail of the trace.

Automatic Generation of Trace Files

Whenever the Archive Series software encounters an unexpected condition, it puts a message in
the Windows Event Log and generates a trace file. The trace file contains a record of what the
system was doing in the time, and is especially useful to assist support personnel in determining
the cause of a problem.

Trace files have the extension .xdt and are stored in the XenDatalLog folder of the system boot
drive. They are saved in a compressed format to make them easier to transmit by email. A
supplied utility (XDTraceViewer.exe) is required to open and read the contents of a trace file.

13.3 Cartridge Alert State

Certain fault conditions, such as LTO tape errors, ODA disc errors or Azure Blob Container errors,
leave the affected Volume in an "Alert" state. The system does this to protect data by ensuring
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that it will not attempt to write to Volumes that have problems associated with them. When such
a situation occurs, the system also puts a message in the Event Log. After consideration of the
message in the event log, the user may decide that it is appropriate to ignore the error and
continue to use the affected cartridge(s). The system provides a mechanism to reset the alert
state, as follows:

To Clear the Alert State for a Volume:
1. Openthe Tiered Storage Management Console.
2. Navigate to the affected Volume.

3. Rightclick on the Volume and select Reset alert.

Note that the Reset Alert option is only available for Volumes that are in the "Alert" state.
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In some cases, it may not be possible to reset the alert state because of the severity of the
original condition. In these cases, files written to the Volume prior to the event will be readable.
However, additional files cannot be written to the Volume and a new Volume must be allocated
to the Volume Set to allow writing of additional files.

13.4 Library and Drive Diagnostic Information

To Open the Diagnostics:

1. Openthe Tiered Storage Management Console.
2. Navigate to the Diagnostics section.
3. Select a hardware component to display information about that component.

&l Archive Management Console tlﬂ-

File Action Wiew Help
% 2= Bm

B Aschive Management Conscle

4 B Local [DL3BD) Davice Idersly
A= X Mamufachre IBM
Fl @ File group cenfiguration Madsl ULTRIUM-TDS
[ Defeul Stial Mumbe 10712002057
F) E Volume set confiquration Fitttnaaie Resision [8Ed
3] 5200C744-00000000
4 [3] AESFTSDF-DO00000T ¥ Enabls Crive
#» Barcode:00143EL Dilve siate Meeds cleanig
4[5 s4e36364-00000001 Cuteril Medum  Barcods 074361

% Barcode:01633BL T -

[ Blank Media Dala srcecleaned 11058550 B
[&] Quarantined Mediz Laet aleet condilion  12/06/2015 08372
& Ching Caniges T
. . tapa L -
4 ‘pu"’gfws"“ [cartridgs Barcoc 001 438L) the tspe
a B Library @ drive may have a hardvwae ft, Run
= Drve @ exlendad diadnosics o venlp and

Z disgricize Ihe problem Check Ihe tape
1 3 4

= Drive drive users marwal for device speciic
[E] System insnctions on unning estanded
dhagriosho beshs.

13.5 Cleaning LTO Tape Drives

LTO drives, whether internal to a library or stand-alone units, need cleaning from time to time.
Cleaning is performed using a cleaning cartridge, which looks much like a data cartridge. The
frequency of cleaning varies depending on the cleanliness of the operating environment and of
the cartridges. The drives themselves indicate when cleaning is required, via a tape drive alert.
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For LTO libraries, the Archive Series software will automatically respond to the tape drive alert
and will initiate automatic cleaning by moving a cleaning cartridge to the drive. In the case of
stand-alone LTO drives, the drive will illuminate an indicator light and the Archive Series software
will log a message in the Windows Event Log, send an email alert and provide an on-screen

message.
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If there is a catastrophic failure of the server running the Archive Series software or of the
server's disk cache, the system can be rebuilt from data cartridges or Azure Blob Containers. In a
system with one or more LTO or ODA libraries that have a failed hardware component, individual
LTO or ODA drives and libraries can be temporarily disabled, allowing the system to continue to
function.

14.1 Rebuilding a System from Cartridges or Blob Containers

Best practice dictates that the Metadata Backup utility should be used to protect an Archive Series
system against catastrophic failure of the server or other disaster. However, Azure Blob
Containers and all the data cartridge formats supported by Archive Series software are fully self-
describing and in the event of there being no (or only a partial) metadata backup available, it is
possible to rebuild the system from the Azure Blob Containers or the data cartridges using the
procedure outlined here.

1. If you have a metadata backup, use the Metadata Restore utility to load the available
information into the new system.

o A full metadata backup includes the system configuration information (State File)
at the time of the Metadata Backup. This includes information about blank
cartridges. Cartridges that were blank at the time of the Metadata Backup may
have been added to Volumes after the backup was made. Therefore you should
remove information in the Metadata Backup about blank cartridges by Forgetting
cartridges in the Blank Cartridge Set. This allows the system's automatic cartridge
recognition algorithm to determine if cartridges are still blank or if they have
been used.

2. Import the data cartridges into the system.

o Unknown cartridges will be recognized by the system and will show in the Tiered
Storage Management Console. Cartridges written in the LTFS or ODA formats and
Finalized TAR cartridges will have Volume Contents Catalogs created on the cache
disk.

3. Build the Volume Contents Catalogs for any non-Finalized TAR format tapes using the

Build Missing Catalogs function shown below. This operation may take several hours
because the entire cartridge must be scanned.
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Tiered Storage Management Console
File Action View Help
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4. Use the Import Folder Structure or Import Data operations to publish files that were
not present in a metadata backup to the file system interface. Files will be restored in
the same state they are written on the cartridge. For example, files that were deleted
will be created as deleted files visible with the History Explorer.

o Import Folder Structure loads file and folder information (metadata) into the
system making the entire folder tree visible to users, but it does not restore the
actual file data to disk. This operation is usually faster than Import Data.

o Import Data loads file and folder metadata, but in addition, it selectively loads file
data onto the cache disk, in accordance with the Disk Retention Rules for written
files described in Selecting Storage Options for a File Group. Files imported this
way can be read directly from the disk cache without further access to a data
cartridge.
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14.2 In Case of Hardware Failure

Occasionally, it may be necessary to temporarily disable one or more robotic libraries or drives,
perhaps for routine preventive maintenance. XenData Archive Series software allows the user to
selectively disable hardware while the remainder of the system continues running.

14.2.1 Options in Case of Library or Drive Failure

In normal operation, Archive Series software writes files to data cartridge Volumes as they are
written to the cache disk. If this is not possible because of a hardware failure, the system will
prevent further files from being written. If this behavior is undesirable (perhaps because there is
no other space available for the data) then Pending Write Mode can be used to temporarily write
data to the system cache disk.

14.3 Temporarily Disabling LTO or ODA Hardware

To Disable a Drive or Library:
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1. Openthe Tiered Storage Management Console.
2. Navigate to the Diagnostics section.
3. Right-click on the hardware component and select Disable.
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To Re-enable a Drive or Library:
1. Openthe Tiered Storage Management Console.

2. Navigate to the Diagnostics section.
3. Right-click on the hardware component and select Enable.
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The system running XenData Archive Series software may be used with Mac clients connected via
SMB or FTP. However, using Finder to access the XenData file system is not supported.

15.1 Support of OS X Characters

Mac OS X supports characters within file and folder names that are invalid on Windows systemes.
These characters are / ? <>\ : * | " and any character you can type with the Ctrl key. With XenData
Archive Series software, the system supports OS/X usage of folders and files that contain these
Mac specific characters. Files and folders containing Mac specific characters written to the Archive
Series share are seen by Mac users as they were created.

Important Limitation: Windows users see the same name with any Mac specific characters

replaced using a Unicode conversion. The Mac specific characters will not be displayed properly
by Windows Explorer, Volume View, History Explorer or by the Report Generator.

15.2 Hidden File Group Policies

In addition to the File Group rules defined using the Tiered Storage Management Console, hidden
File Group rules are automatically implemented for improved management of certain types of
file including files that are created by Apple Mac clients.

Desktop Services Store files (named .DS_Store) are hidden files created by the Mac OS X Finderin
every folder that it accesses. Finder uses these files to store custom attributes of a folder such as
background color and position of icons. The Archive Series system will store any file named
.DS_Store on the disk cache but will not save the file to LTO, ODA or Azure Blob Storage. This rule
overrides all policies defined in the Tiered Storage Management Console.

When a Mac client computer running OS/X writes resource forks and extended attributes to a
Windows SMB share (such as a XenData Archive Series archive) it writes either AppleDouble files
or files with Alternate Data Streams. The handling of these two cases is described below.

An AppleDouble file consists of a data file (often called a data fork) and an associated resource
fork file. The resource fork is a hidden file which is typically very small and has the same name as
the data file with '._' (dot under-score) prepended. For example, if QuickTime Pro creates a file
called 'abc.mov' and the file is saved to a Windows share, the data fork file will be named
‘abc.mov' and the hidden resource fork file will be named '._abc.mov'. With a tiered storage
management system, it is important that resource fork files are not flushed from the disk cache as
they are accessed frequently by Mac clients. The hidden file group policies prevent flushing of
resource fork files. In cases where the corresponding data file is saved to a Volume Set, the
resource fork will also be saved to the same volume set. These rules override all policies defined
in the Tiered Storage Management Console.
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When OS/X writes a file with an alternate data stream, the alternate data stream is usually very
small; it contains the same information as is held in the resource fork part of an AppleDouble file.
As for resource forks, the alternate data stream is accessed frequently by Mac clients and
consequently it is important that alternate data streams are not flushed. The Archive Series
system does not flush alternate data streams.

The Azure Blob Storage and TAR tape file systems support writing of alternate data streams to
Volumes. The other file systems (LTFS and ODA) do not support alternate data streams and will
raise an error if an attempt is made to write files that contain them. In order to maximize the
general flexibility of the system, it implements default file group rules for some common
alternate data streams that are considered non-essential. The default rules store the alternate
data streams on the cache disk but do not attempt to write them to Volumes, regardless of the
format used. The alternate data streams that are treated this way are as follows:

:Zone.ldentifier
:AFP_Afplinfo
:AFP_Afp_Resource
:com.apple.metadata*®
:com.apple.quarantine
:com.apple.TextEncoding
:com.apple.Finderinfo

Note: Attempts to write any other alternate data streams to the archive will result in the
alternate data stream being written to the Volume Set specified for the main file in the Tiered
Storage Management Console. If the Volume Set specifies writing to a file system that does not
support alternate data streams, this will resultin an error.

15.3 Disabling Alternate Data Streams

From OS/X version 10.6, Apple uses alternate data streams as the default configuration when
writing to a XenData Archive Series SMB share (previously, AppleDouble files were the default).
However, the Archive Series system has limited support for alternate data streams when writing
to LTFS formatted tape cartridges and ODA cartridges. In these cases it may be desirable to
disable the use of alternate data streams by clients writing to a XenData Archive Series archive.
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The XenData Client Utilities may be installed on a 64 bit Windows 7, Windows 8.1 or Windows 10
client computer connected via a Windows network to the computer running the Archive Series
software. There are three utilities that may be installed:

«* On-Screen Messaging for the Alert Module
+» File Explorer Extensions
«» Trace Log Viewer

16.1 Installing the Client Utilities

=

Download the XenData Client Utilities installer.

Run XDClientUtilitiesx64-v.vv.bbbb.xxx.msi (where v.vv is the version number, bbbb
is the build number and xxx is a build type).

Click ‘Next’ on the first screen that appears.

Click on the 'l accept the terms in the License Agreement' check box, then click 'Next'.
For the setup type, click ‘Typical’ as this is recommended for most users.

Click on 'Install'.

Once the installation has completed, click on 'Finish'.

N

NousWw

16.2 On-Screen Messaging

The On-Screen Messaging program can be configured to display via message boxes and system
tray notification, as described in Configuring On-Screen Messaging.

The On-Screen Messaging program connects to the event monitoring service on the computer
running the Event Monitor and consequently this must be running. If required, the messaging
program may be run simultaneously on multiple clients.

16.3 File Explorer Extensions

The capabilities of Windows File Explorer on the client computer are extended to provide the
following functionality:
¢ Flushing of Files and Folders
+»+ Pre-fetching of Files and Folders
++ Smart Copy and Paste

16.4 Trace File Viewer

Whenever the Archive Series software encounters an unexpected condition, it puts a message in
the Windows Event Log and generates a trace file. The trace file contains a record of what the
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system was doing at the time, and is especially useful to assist support personnel in determining
the cause of a problem.

Trace files have the extension .xdt and are stored in the XenDatalLog folder of the system boot

drive. They are saved in a compressed format to make them easier to transmit by email. By
installing the Trace File Viewer you can open and read the contents of a trace file.
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Activation Code An Activation Code is required to run the Archive Series software and enables
the chosen configuration. A separate Activation Code is required to enable the Alert Module
functionality. The Archive Series License Administration utility is used to apply activation codes to
asystem.

Alert Module It provides email and on-screen alerts that are tailored to the needs of systems
administrators and support personnel. The alerts are derived by filtering and categorizing events
recorded in the Windows Event Log.

Alternate Data Streams are additional named data streams that can be associated with a file. Also
called ‘Named Streams’ and ‘NTFS Streams’.

APl is an acronym for 'Application Program Interface'. XenData APls are available to software
developers to tightly integrate their applications with the Archive Series software.

AppleDouble File A term used by Apple to describe how structured files can be written to a non-
Apple SMB network share. In addition to the main file, a small file containing file attributes is also
written. The main file is sometimes termed the ‘data fork’ and the file with attribute data is
termed the ‘resource fork’. The resource fork file name is prepended with the characters ‘.

7

Azure is Microsoft’s public cloud computing platform. It provides a comprehensive range of
services including for computing, analytics and data storage.

Blank Cartridge Set is applicable to XenData software that manages LTO or ODA cartridges. It is the
set of data cartridges shown in the Management Console which consist of new (unused)

cartridges or rewritable cartridges that have been reformatted.

Blob Storage is Microsoft’s name for Azure object storage. The name is derived from ‘Binary Large
OBject’. A blob is a stored object and all blobs are grouped in containers.

Cache Disk is the magnetic or solid state disk volume under control of the Archive Series
software. It is also termed 'managed disk'.

CIFS An acronym for 'Common Internet File System', a term promoted by Microsoft. It is the
standard protocol used by Windows computers to communicate over a network. It is based on the

SMB (Server Message Block) network protocol.

Tiered Storage Management Console Used to configure all File Group, Volume Set settings and to
view diagnosticinformation about the system

Container An Azure container represents a grouping of blobs.

Contents Catalog The Archive Series software creates a Contents Catalog for each Volume that it
creates. This is stored on the disk cache as a hidden file.
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Dynamic Disks In Windows 2000, Microsoft introduced an option to configure magnetic disk
storage as either Dynamic Disks or Basic Disks. The disk that is managed by the Archive Series
software should be configured as a Dynamic Disk except when implementing a clustered server
arrangement.

Event Log See Windows Event Log

File-Folder Interface This is aterm used in this User Manual to refer to the file system contained
in the logical drive letter that is managed by the Archive Series software.

File Fragmentation The way in which computer systems break large files into smaller, more
manageable units for transfer to or from storage devices. Enabling file fragmentation for a File
Group allows storage of very large files. This option is not available for the default settings of the
Cloud File Gateway.

File Group A group of files that have the same file management policy and consequently are all
treated in the same way by the system (for example, they are all saved to the same Volume Set
and have the same disk retention policy). Files are assigned to a File Group on the basis of their
names.

Finalization Process that writes a contents catalog for a Volume to the LTO, ODA or Azure Blob
Storage. After the Volume has been Finalized, no additional files may be written to that Volume.

Flushing Files are flushed when they are removed to free space on a storage device. The Archive
Series software can be configured to automatically flush files from the disk cache once they are
securely stored on LTO, ODA or Azure Blob Storage. After flushing, the file remains visible

at the same location in the file-folder interface, howeveris displayed as ‘offline’. When the
offline file is read, it is restored automatically from the LTO, ODA or Azure Blob Storage.

FTP An acronym for 'File Transfer Protocol'. FTP is a protocol commonly used to copy files
between two computers on the Internet. Both computers must support their respective FTP roles
- one must be an FTP client and the other an FTP server.

History Explorer within Windows File Explorer is used to obtain the version history and status of
any file, including deleted and renamed files.

HTTPS is a communications protocol for secure communication over a computer network which is
widely used on the Internet. It is commonly used for payment transactions over the web.

LTFS An acronym for ‘Linear Tape File System’. It is a tape cartridge format supported by the LTO
Edition of XenData Archive Series software. It is the most popular format for archival applications
and defines how file data and file system metadata are written to tape cartridges. It allows
cartridge interchange between LTO systems from different manufacturers that support LTFS. It is
applicable to rewritable LTO cartridges but cannot be used with WORM cartridges.
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LTO An acronym for 'Linear Tape Open', the most popular mid-range tape cartridge type which is
also known as Ultrium.

Managed Disk is the magnetic or solid state disk volume under control of the XenData Archive
Series software. It is also termed 'cache disk'.

MMC An acronym for '‘Microsoft Archive Management Console'. It can be used to create, save, and
open administrative tools that manage the hardware, software and network components of a
Windows system. The Tiered Storage Management Console is an example of such a tool.

Named Streams See Alternate Data Streams.

NFS An acronym for ‘Network File System’. It is the standard protocol used by Unix and Linux
computers to communicate over a network.

NTFS Microsoft' file system used to store and manage files on a storage medium. It is the
preferred Windows file system when storing files on magnetic or solid state disk drives. The
XenData Archive Series managed disk must be formatted with NTFS.

Offline File Attribute A file attribute bit defined by Microsoft. XenData Archive Series software
sets the offline file attribute bit to identify files that have been flushed from the managed disk.

ODA See Optical Disc Archive.

Optical Disc Archive is a storage technology that was introduced by Sony. In this documentation it
is also termed 'ODA'. It uses removable cartridges, where each ODA cartridge holds 11 or 12
optical discs. Each of the internal optical discs is similar to a Blu-ray disc

Petabyte 1024 terabytes. It is abbreviated to PB.

Quarantined Volume In the case of the Cloud File Gateway, it is an Azure container having blobs
that are not available to the XenData software. In the case of LTO or ODA, itis alocation in the
Management Console for cartridges that have been imported into the system but for some reason
cannot currently be used by the system. Typically, this will be because a cartridge has previously
been used by a different, unsupported application (such as a backup application) or because the
Volume has been repacked.

SMB See CIFS.

State File An XML file that contains configuration settings for the Tiered Storage Management
Console including File Group and Volume Set configuration settings.

TARis aterm derived from Tape ARchive'and is a tape cartridge format supported by the LTO
Edition of Archive Series software for both rewritable and WORM cartridges.

Terabyte 1024 gigabytes. It is abbreviated to TB.
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Ultrium See LTO.

Volume For the Cloud File Gateway, it is an Azure Blob Container. For ODA, it is an ODA cartridge.
For LTO, itis set of replicated tape cartridges.

Volume Set A set of one or more Volumes which store files from designated File Groups.
Windows Event Log The XenData Archive Series software provides a comprehensive array of
warnings and informational messages which are logged in the Windows Event Log. In general, if
the system is not behaving as expected, the Windows Event Log is the first place that you should

look.

WORM is an acronym for 'Write Once Read Many'. WORM tape and optical cartridges cannot be
reformatted and after data is written to a WORM cartridge, it cannot be changed.
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